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Abstract 

By examining language simultaneously along the paradigmatic and syntagmatic axes, 

Sinclair (2004a) identified the lexical item as an object of the discourse comprising an 

obligatory core and semantic prosody, and optional collocates, colligates and semantic 

preferences. This research investigates Sinclairôs theoretical model by locating the 

lexical items that are associated with the complementary verbs come and go in the 

spoken and written discourses in a selection of the International Corpora of English 

(ICE). The corpora selected are ICE-Canada, -GB, -India and ïJamaica.   

 This research is innovative in that it adapts Sinclairôs methodology to 

examine high frequency lexical items across different discourses and different World 

Englishes   It establishes that there is a significantly greater difference in frequency of 

the lexical items associated with come and go within the different discourses of the 

ICE corpora in comparison to between the ICE corpora.  It replaces the core with the 

node, it introduces structural preference and discourse preference as co-selection 

components of the lexical item, and it substitutes semantic force for the term semantic 

prosody as defined by Sinclair: the óreason why [the item] is chosenô (Sinclair 2004a: 

144).  Thus the lexical item comprises an obligatory node and semantic force, and 

optional collocates, colligates, structural preferences, semantic preferences and 

discourse preferences.   

 As a consequence of these theoretical and methodological adaptations, this 

research shows that semantic forces with the associated co-selection components can 

function in tandem and that semantic forces, again with the associated co-selection 

components, can function in layers.  The research concludes that the lexical item is 

not an identifiable object in the discourse, but it is the syntagmatic realisations of a 

paradigmatic choice. 
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Chapter 1 The Introduction 

 

we have to work on the assumption that meaning is created on both axes; 

for want of more accurate information we may assume that they contain 

equal meaning potential.  There is no reason why one should have a 

priority in meaning potential over the other.  

 

Sinclair 2004a: 170 

It is the simultaneous access to both the syntagmatic and paradigmatic axes of 

language afforded by computers that, I believe, should be considered to be one of the 

more important linguistic innovations of this past century. The ability to examine 

language along both axes at the same time by the generation of concordances of real 

language associated with a specific word or phrase has produced a seismic shift in 

understanding how meaning is created in language.  It has confirmed that grammar 

and meaning are inextricably intertwined and not, as traditionally supposed, separate 

entities, where the investigation of meaning was limited to the paradigmatic axis and 

the investigation of grammar, the syntagmatic.  It has demonstrated that this 

traditional division of language should not be considered as intrinsic to the nature of 

language but ómore a consequence of the inadequacy of the means of studying 

languages in the pre-computer ageô (Sinclair 2004a: 165).  It has revealed that 

paradigmatic choice has often been over-estimated and syntagmatic constraints on 

linear sequences correspondingly underestimatedô (Stubbs 2009a: 116).  It has shown 

that meaning in language would appear to be inseparable with form in language.  And, 

as a result, it has established that the unit of meaning is not necessarily a single word 

but a group of words such as a phrasal unit or a lexical item. 

 This research is founded on this lexico-grammatical model of language in 

which meaning is determined within the constraints of both the paradigmatic and 

syntagmatic axes.  Investigation of corpora with the aid of computers to sift and sort 

the words into concordances has allowed the linguist to examine both axes in tandem.  

In essence, a concordance is a collection of all the occurrences of a particular word or 

words in their corresponding textual environment ï óin its simplest form, it is an 

indexô (Sinclair 1991: 32).  The use of concordances has empirically shown that not 

only do words keep company with other words but they like to frequent the same type 

of places.  It is this investigation into what type of company words keep and where 

they like to hang out that is the starting point of the development of the variety of 

theoretical and investigative strands that óall take an integrated approach to lexis and 

grammarô (Rºmer 2009: 160).  These strands all find óform and meaning inseparableô 

where a unit of meaning is normally ónot the word in isolation but a construction or 

phrasal unitô (Rºmer 2009: 148). 

 It has become evident that óit is not the words which tell you the meaning of 

the phrase, but the phrase which tells you the meaning of the individual words in itô 

(Stubbs 2002: 14), which is ówhy technology, corpus study and phraseology are 

intimately related (Stubbs 2009b: 15).  The traditional study of óindividual, isolated, 

invented sentencesô precluded the discovery of repeated phraseological units, but the 

corpus linguistic approach of studying sifted and sorted language shows how 

ópervasiveô are these units (Stubbs 2009b: 15).  It has revealed that ólanguage is highly 

patternedô (Rºmer 2009: 141).  This has led to the establishment of both investigative 

and theoretical models examining meaning creation in language: from an investigative 

perspective, lexical bundles (Biber et al 1999) and concgrams (Cheng, Greaves and 
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Warren 2006); and, from a theoretical perspective, the lexico-grammars ï pattern 

grammar (Hunston and Francis 2000), lexical grammar (Sinclair 2004a), and lexical 

priming (Hoey 2005).  In addition, the importance of the syntagmatic axis and the 

importance of real, preferably spoken, language in language modelling was the 

foundation to Linear Unit Grammar (LUG) ï a grammar that has a ósyntagmatic 

orientationô (Sinclair and Mauranen 2006: xviii). 

    The research seeks to investigate Sinclairôs theoretical model of the lexical 

item. It takes as its starting point the delineation by Sinclair of the five components of 

co-selection of the lexical item; the core, the collocations, the colligations, the 

semantic preferences and the semantic prosody (Sinclair 2004: 141).  It draws on this 

dynamic to investigate the lexical items that might be associated with two high 

frequency verbs, come and go, across different spoken and written registers and 

different World Englishes in four of the International Corpora of English (ICE).  

These are ICE-Canada, -GB, -India and ïJamaica. 

 Previous research has identified the existence of lexical items using mid to 

low frequency words (e.g. Sinclair 2004a - budge, Stubbs 2007a - cause) but there 

would appear to have been no research of this kind that looks at high frequency 

words.  However, it should be noted that Sinclair undertook a pilot study of the high 

frequency word of using the same methodology he later employed to identify lexical 

items (Sinclair 1991: 84).  In addition there is no research that takes into account both 

discourse and English differences. I show that while Sinclair identifies potential 

lexical items he does not necessarily identify the full extent of, all the constituents of 

and the restrictions of context of these items.  I will propose modifications to his 

methodology that are more suitable to the quantity and type of data under 

investigation based on his observation in relation to his investigation of of that óthe 

small samples showed hardly any consistency in the relative frequenciesô of the 

instances (ibid).  I will argue for a reconsideration of the constituents of the lexical 

item.  I will demonstrate that the lexical item is the syntagmatic realisations of a 

paradigmatic choice.  I will propose that as a template to investigate language the 

lexical item has great strengths but I am not so convinced that it, in itself, is the 

answer to how language means. I will maintain that it is a step in the right direction 

and we need to build on this by finding other ways to look at language (with 

computers) that incorporate the concept of the lexical item.  And, in so doing, I will 

contend that we need to abandon the concept of the lexical item as an object that can 

be located in the discourse, and re-evaluate our approach to the paradigmatic and 

syntagmatic axes.  

 I begin by stating my research questions.  In the next section I summarise how 

there came to be a growing realisation of the importance of the syntagmatic axis in 

language modelling, which is then followed by an outline of the data under 

investigation.  Finally, I give a brief synopsis of the chapters that follow. 

1.1 Research question(s) 

 I believe that it is in the understanding of the extent, the constituents and the 

contexts of the lexical item that we might come closer to understanding how language 

means.  With this in mind my main research question is 

Where are lexical items located across World Englishes and 

discourses? 

which can be further separated into three sub-questions: 

1. What are the extents of lexical items ï where do they begin 

and end? 

2. Are lexical items restricted to specific discourses? 
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3. Are lexical items restricted to specific World Englishes? 

1.2 Paradigmatic and syntagmatic axes 

The traditional disconnected approach to language held that the meaning of words was 

a ócollection of isolated factsô and the óprocess by which words are joined together to 

form sentences [é] the province of grammarô (Sweet 1925: 7). The investigation of 

language on the syntagmatic axis identified slots where different words that are 

óassociated together in the memoryô (paradigms) (Saussure 2013: 145) or are confined 

to óthe dictionary or lexiconô could be inserted (Sweet 1925: 7). Syntagmatic relations 

held óbetween two of more terms co-present in a sequenceô identifiable in the 

discourse, while associative relations (or paradigmatic relations) held óbetween terms 

constituting a mnemonic groupô and were absent from the discourse (Saussure 2013: 

145).   

 Some theoreticians, however, questioned this disconnected approach.  They 

suggested that meaning in language was inextricably bound with the context in which 

the utterance occurred. The óbonds of mere linguisticsô must be burst and the general 

circumstances in which the language is used must be taken into consideration, óthe 

conception of context has to be broadenedô and óthe situation in which words are 

uttered can never be passed over as irrelevantô (Malinowski 1923: 306); óthe meaning 

of a word must be always gathered, not from passive contemplation of this word, but 

from an analysis of functions, with reference to the given cultureô (Malinowski 1923: 

306, 309); óthe complete meaning of a word is always contextualô, in that one can 

only take seriously a study of a word if it is done in its complete context (Firth 1957: 

7);  the word óis entangled, shot through with shared thoughts, points of view, alien 

value judgment and accentsô (Bakhtin 1981: 277); óthe confusions which occupy us 

arise when language is, as it were, idling, not when it is doing workô  as ónothing is 

more wrong-headed than to call meaning something a mental activityô (Wittgenstein 

2009: 88, 181).   

 Firth suggested that the meaning of words might be limited by what they co-

occur with on the syntagmatic axis.  He identified ómeaning by collocationô which is 

óan abstraction at the syntagmatic levelô (Firth 1968: 176).  It should be noted that his 

concept of collocation is different from its current usage.  He defines it as part of  óa 

mutually congruent series of levels [é] beginning with the context of situation and 

proceeding through collocation, syntax, including colligation, to phonology and 

phonetics, even experimental phoneticsô (ibid).  However, it was not until linguists 

had the ability to sort large amounts of real or óusedô language (Brazil 1995), into 

concordance lines around key/node words that óthe magnificent vision offered by 

Firthôs admittedly untidy model for language [could] be thoroughly exploredô 

(Tognini-Bonelli 2001: 164).   

 The simultaneous examination of the paradigmatic and syntagmatic axes of 

large quantities of óusedô language showed that meaning is indeed constrained by co-

occurrence on the syntagmatic axis.   Meaning, it would appear, is a complex 

interaction of ócontextual relations, [é] phonetics, grammar, lexicography and 

semanticsô and at the centre of this is the context of situation, the contextualization 

where the past, present and future of a personôs biography and the history and culture 

of society meet (Firth 1957: 18, 27).  However, if meaning is constrained by 

environment where does meaning actually reside?  Is it with the word, or is it with 

more than the word?   

 In the following sections I review the investigative and theoretical studies into 

meaning, including lexical grammar, undertaken within the corpus linguistic 

paradigm.  Although they are different in their approaches they are all linked in that 

they study used language empirically using corpora and make use of the syntagmatic 
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dimension.  In addition, all but LUG consider frequency of occurrence as crucial; they 

emphasise óthe pervasiveness of co-selection features and collocations; and they all 

state that grammatical constructions and phraseological items must play a ómore 

central role in linguistic theory and descriptionô (Rºmer 2009: 148). 

1.3 Lexical Bundles 

The study of lexical bundles is premised on the hypothesis that high frequency 

patterns are neither accidental nor explanatory but ócorpus-based frequency evidence 

provides descriptive facts that require explanationô (Biber, Conrad and Cortes 2004: 

400).  Lexical bundles are multiword units such as n-grams that occur in multiple 

texts (normally greater than or equal to 5) to guard óagainst idiosyncratic uses by 

individual speakers or authorsô, and that are greater than or equal to an arbitrary 

frequency value (Biber and Barbieri 2007: 269, Biber 2009: 282). Biber (2009: 283) 

suggests that ólexical bundles of any length can by analysedô but Cortes (2004: 400) 

states that it should only be ósequences of three of more wordsô.  Nevertheless, the 

majority of research undertaken has been on bundles of four or more words (e.g. Biber 

and Barbieri 2007, Breeze 2013). The most common frequency cut off selected is 

40/million (e.g. Biber et al 2004, Biber 2009, Breeze 2013), but Cortes (2004) uses 

20/million, and Biber et al (1999: 992-3), 10/million for up to five-word lexical 

bundles and 5/million for six- and seven-word bundles. 

 As lexical bundles are identified solely by frequency criteria (e.g. 40/million), 

óthey might be expected to be arbitrary strings of words that have no linguistic statusô 

(Biber 2006: 172).  However, while these bundles would be overlooked by the more 

traditional linguist as they often straddle structural boundaries, they can be readily 

interpreted óin both structural and functional termsô as óbuilding blocks of discourseô 

that can be associated with basic communicative functionsô. (Biber 2006: 172, 174). 

Three primary functions can be distinguished:  

Stance bundles express attitudes or assessments of certainty that 

frame some other proposition.  Discourse organizers reflect 

relationships between prior and coming discourse.  Referential 

bundles make direct reference to physical or abstract entities, or to the 

textual context itself, either to identify the entity or to single out some 

particular attribute of the entity as especially important 

Biber, Conrad and Cortes 2004: 384 

The research into lexical bundles has also shown that they are both ómore prevalent in 

conversation than in academic writingô and that óthe most common individual lexical 

bundles also occur with higher frequencies in conversation than in writingô (Biber 

2009: 295).  

 It has been suggested that as the lexical bundles occur at such a high 

frequency across texts, it is likely that they are óstored in memory as unanalyzed 

chunksô (Nesi and Basturkmen 2006: 286).  This could be considered to be of some 

interest as the lexical bundles ótend to bridge syntactic boundaries and do not 

generally have idiomatic meaningô so are ónot very salient, either to the 

listener/readerô (ibid).   

1.4 Concgrams 

Concgrams are ósets of words that co-occur regardless of constituency variation (e.g. 

AB and A*B), positional variation (e.g. AB and BA), or bothô (Cheng et al 2009: 
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236). The software to identify them has been developed in order to address the 

limitations of n-grams (a contiguous group of n words, where n is equal to 1 or more) 

and skipgrams (non-contiguous n-grams). N-grams can neither handle constituency or 

positional variation, and skipgrams can only handle constituency not positional 

variation.  For example, if the n-gram AB is work hard, the skipgram A*B could be 

work very hard but only a concgram would identify BA - hard work, or B*A ï hard 

at work (ibid).   

Frequency is used to identify the canonical form of a particular concgram, and 

the meaning is then determined.  This is then used as a benchmark against which all 

the other configurations are ranked and a meaning shift unit (MSU) is thus identified ï 

óa paraphrasable family with a canonical form and patterns of co-selection (ibid).   A 

MSU is any combination of words that produces a shift in meaning in comparison to 

other potential combinations even if óthis is only relatively subtleô (Cheng et al 2008: 

237).  Studies have shown that some MSU are only non-contiguous; that intervening 

words have a tendency to express semantic prosody; and that meaning óhardly 

changes no matter whether the forms are singular or pluralô (Cheng et al 2008: 240). 

  According to Cheng et al, one of the main advantages of this type of 

analytical approach is that the notion of the node word becomes less dominant and, 

thus, less attention is paid to it 

Years of studying KWIC [key work in context] displays have perhaps 

unintentionally created, in the minds of some users, a hierarchical 

approach which regards the node as the centre of attention and the 

words associated with the node as being in a subordinate relationship 

to it.  It is worth [stating ...] that although these are convenient terms 

to use, the term ónodeô does not imply a hierarchy between it and its 

ócollocateô, and that ónodeô words that have ócollocatesô are 

themselves collocates if the collocate is studied as the nodeô  

Cheng, Greaves and Warren 2006: 414 

 

However, as even a 5 million word corpus will generate óvery long lists of co-

occurring wordsô concgrammers will need to óestablish reliable ways to automatically 

process the lists of concgrams to identify those which contain associated wordsô 

(Cheng et al 2009: 41).  

 

1.5 Pattern Grammar 

Hunston and Francis (2000: 3) define patterns as phraseologies that can be ófrequently 

associated with (a sense of) a wordô.  They show that óeach pattern occurs with a 

restricted set of lexical itemsô and, conversely, óeach lexical item occurs with a 

restricted set of patternsô (ibid).  There is a close association with meaning and 

patterns, in that different senses of words typically occur in different patterns, and 

words that share patterns have a tendency óto share an aspect of meaningô (ibid). This 

allows the patterns to be sorted into identifiable meaning groups.  Even so, this is only 

done on the basis of óthe intuition of the person looking at the listô so others ómay well 

come up with a different set of meaning groupsô (Hunston and Francis 2000: 83). 

 The pattern analysis óstands by itselfô in that no attempt is made to relate óthe 

elements [é] to other, more abstract categoriesô such as Object or Complement 

(Hunston and Francis 2000: 176).  The patterns are órestricted to those patterns that 

distinguish one lexical item from anotherô, such as V n from n (verb noun from 
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noun); patterns that are typical to word classes, such as DET n (determiner noun), are 

omitted (Hunston and Francis 2000: 203).   

 On the basis of their analysis, Hunston and Francis argue that the pattern to 

which a word is associated is a better guide to word class of the word than either 

meaning or form ï ówe create classes for them, based on their behaviourô (Hunston 

and Francis 2000: 179, 197).   On the other hand, this can be problematical as it leads 

to the question of how many classes of words are needed to understand óthe huge 

range of behaviour that words haveô ï too few classes result in a bad fit of words to 

class, and too many and the map will be óas large as the area of land it representsô 

(Hunston and Francis 2000: 197). 

 They suggest that pattern grammar can be seen in terms of both the traditional 

constituent-within-constituent hierarchical grammar and the increment-by increment 

linear grammar (Hunston and Francis 2000: 208, Brazil 1995: 4).  In terms of a 

hierarchical grammar, patterns can be seen to be layered with patterns embedded with 

in other patterns.  For example, if one considers the sentence óPte Joseph Byers was 

the first Kitchener volunteer to be executedô the noun group in V n could be further 

analysed as the ORD n to-inf ; and, in turn, the to-inf  could be be V-ed (Hunston and 

Francis 2000: 204).  

 A linear approach to grammar takes into account that language, especially 

spoken language, occurs in time and is óin pursuit of a purposeô with one word 

following the next (Brazil 1995: 26).  The speaker is thus able to ómake the best 

judgments they can manage as to present communicative needsô (Brazil 1995: 28).   

From the linear perspective, two types of pattern configurations ï óways in which 

patterns may follow on from each otherô - can be distinguished: pattern flows and 

pattern strings (Hunston and Francis 2000: 215).  The former occur whenever a word 

that is part of one pattern óhas a pattern of its ownô, in other words, the patterns 

overlap; and the latter, when patterns do not overlap.  What, they suggest, occurs is 

that each word is potentially part of a pattern, and thus the use of a particular word has 

the potential to prospect other words that will fulfil the pattern.  And, if, in fulfilling 

the pattern, another word is used that again is potentially part of a pattern, this word in 

turn prospects its own new pattern.  A pattern flow will prospect a new pattern before 

the original pattern is completed, but a pattern string will be contiguous to the next 

pattern string.  It should be noted that, in both circumstances, óthe prospection of a 

pattern ends (is fulfilled) as soon as the minimum requirement of the pattern is metô 

(Hunston and Francis 2000: 208-213).   They hypothesise that while pattern flows and 

strings can be found in all types of discourse, the former would appear to be more 

typical to academic and political argument, and the latter to narrative (Hunston and 

Francis 2000: 24, 218) 

 Finally, Hunston and Francis emphasise that pattern grammar is from the 

tradition that considers language to be a social phenomenon, remaining neutral on 

óhow language is learned or storedô (Hunston and Francis 2000: 292). 

1.6 Lexical Grammar 

 Sinclair begins his description of lexical grammar by observing that when the 

phraseological tendency, ówhere words tend to go together and make meanings by 

their combinationsô, is at work ówords enter into meaningful relations with other 

words around themô which can compromise óthe independence of the word [é] in 

some wayô (Sinclair 2004a: 29, 25, 27).  As a result, the word as a unit of meaning is 

compromised for ómany, if not most, meanings require the presence of more than one 

word for their normal realizationsô and the ópatterns of co-selection among words [é] 

have a direct connection with meaningô (Sinclair 2004a: 133).  He proposes the lexical 

item óas an abstract category distinct from the wordô as a unit of meaning which 
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óreconciles the paradigmatic and syntagmatic dimensionsô observable in concordances 

(Sinclair 2004a: 133, 144).  The lexical item is identified óusing the same descriptive 

categories to describe both dimensionsô (Sinclair 2004a: 148).  They consist of five 

levels of co-selection of which the first and last are obligatory.    They are the core ï 

óthe evidence of the occurrence of the item as a wholeô, collocation, colligation, 

semantic preference and semantic prosody (Sinclair 2004a: 141).   

 Collocation is the relation between the core and individual word-forms that 

co-occur frequently with it; colligation is the relation between the core and 

grammatical choices that co-occur with it; and, semantic preference is the relation 

between the core and a lexical field which signals frequent topics in the immediate co-

text (adapted from Stubbs 2009b: 22).  The three central levels relate to óeach other in 

increasing abstractionô (Sinclair 2004a: 142): collocation óis precisely located in the 

physical textô; colligation requires a word class to be assigned to each word examined; 

and, semantic preference órequires us to notice similarity of meaning regardless of 

words classô (Sinclair 2004a: 142). Semantic prosody is the ódeterminer of the 

meaning as a wholeô in that it is the óreason why [the item] is chosenô and it is óa 

subtle element of attitudinal, often pragmatic meaningô (Sinclair 2004a: 142, 144-

145).  It is óthe junction of form and functionô (Sinclair 2004a: 174). 

1.7 Lexical Priming 

Lexical priming explains lexico-grammar in terms of óthe cumulative effects of an 

individualôs encountersô with words, and thus takes as its starting point words rather 

than lexical items (Hoey 2005: 8).  As each word is primed for use it becomes 

ócumulatively loaded with the contexts and co-texts in which it is encounteredô, and 

our knowledge of it reflects these co-occurrences and as a result óregular word 

sequences are constructedô which are also primed (Hoey 2005: 13).  These word 

sequences, in turn, become óloaded with the contexts and co-texts in which they 

occurô ï they nest (Hoey 2005: 13). Nesting occurs ówhen the product of a priming 

becomes itself primed in ways that do not apply to the individual words making up the 

combinationô (Hoey 2005: 8). 

 Hoey considers that priming ócontextualises theoretically and psychologically 

Sinclairôs insights about the lexiconô (Hoey 2005: 158).  However, he suggests 

slightly different levels of co-selection that also include textual dimensions.  Some of 

these levels of co-selection have equivalence to Sinclair co-selection categories. Every 

word is primed for the individual user to have collocation, semantic association, 

pragmatic association, colligation, textual collocation, textual semantic association, 

and textual colligation and this is only reflected in corpora indirectly (Hoey 2005: 13, 

158).    Hoeyôs collocation and colligation may be considered to be equivalent to 

Sinclairôs same terms; ósemantic preference and semantic association may be seen as 

interchangeableô; and Hoey avoids the term semantic prosody on account of the 

confusion with the term (Hoey 2005: 23).  As he points out there is the terminology of 

Louw (1993), who states that ócertain features of a wordôs meaning are to be found 

already present in its surroundsô, and that of Sinclair, who states that it is óthe 

meaningful outcome of the complex of collocational and other choices made across a 

stretch of languageô (Hoey 2005: 23, 24).  The term Hoey uses is pragmatic 

association, and while this is not the equivalent to Sinclairôs semantic prosody, it 

óoverlaps with itô (Hoey 2005: 157); it óoccurs when a word or word sequence is 

associated with a set of features that all serve the same or similar pragmatic functionsô 

(Hoey 2005: 26).  There is nothing that is equivalent to the textual dimensions of the 

words or word sequences in Sinclairôs lexical grammar.  

 Lexical priming also differs in one other important respect that is relevant to 

this research.  Hoey is óless confident that the lexical item can replace the word as an 
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analytical starting pointô as óthere is [é] no obvious boundary to the posited notion of 

the ólexical itemô especially in view of [Sinclairôs] claims relating to textual 

dimensions of co-selections (Hoey 2005: 158).  He suggests that the phenomena of 

priming and nesting can account for the choice of the word as the óanalytical starting 

pointô (Hoey 2005: 160).  

1.8 Linear Unit Grammar 

LUG is a linear grammar that óorganises [any type of] text into tractable units for 

further analysisô by either a conventional or innovative form, and, in so doing, it 

shows how óa latent hierarchy can be discerned in the linear string of word formsô 

(Sinclair and Mauranen 2006: xv).   While the majority of language ódescriptions 

concentrate on one language variety, whether they say so or not, and the descriptions 

often perform poorly with any variety other than the one chosenô, the LUG can be 

used for any variety (ibid).   And unlike the more traditional grammars where 

what is highlighted is that which is not present ï the paradigms - it has a syntagmatic 

rather than paradigmatic orientation (Sinclair and Mauranen 2006: 6, xviii).  

 It is based on the idea that language unfolds increment by increment, where 

each of these increments is initially classified as a chunk (Sinclair and Mauranen 

2006: 6).  A chunk is a ópre-theoretical termô that supposes that óto a user of language 

any text fall into smallish chunksô with óvariation in the perception of where each 

chunk starts and stopsô(Sinclair and Mauranen 2006: xx, 6).  Once the text has been 

chunked, it is then re-classified using óa small set of descriptive categories [é] with 

clear working definitions [é] and rules for their occurrence and combinationô 

(Sinclair and Mauranen 2006: 8).  Although the grammar has been constructed to be 

an either/or at each stage of the process, these categories can be basically divided into 

three different types of elements ï interactive organisational element (OI), text-

oriented elements (OT) and message-oriented elements (M) which are then subdivided 

where required into various types of message-oriented element such as message-

fragment (MF) and message-revision (MR) (Sinclair and Mauranen 2006).   Sinclair 

and Mauranen suggest that the OI, MF and MR elements are then removed from the 

text while noting their role and what is left is tidied up for further grammatical 

classification with other grammars.   

 Conversely, I would argue that it is this facility of LUG to easily show the 

interactive interpersonal nature (OI elements) of language that is its strength.  

Constituent grammars require the prior knowledge of the constituent parts for 

identification, but not LUG.  The very act of chunking the language serves to reveal 

the interactive elements of it, so while I agree that it can be used in order to aid 

classification of any text with other grammars, I would advocate an approach that 

builds on the strengths of this grammar in disclosing the interactive nature of 

language, especially spoken language. 

1.9 The Data 

If meaning is contextual, meaning must be situated within the discourse where the 

discourse is óintentional and meaningful social actionô (Stubbs 2007b: 145).  If we are 

going to discover how language means we must start by examining discourse, or to be 

a little less ambitious, an aspect of discourse.  Hence, this research considers how the 

complementary words come and go function as a part of lexical items in the spoken 

and the written language in the corpora of four of the ICE.  I believe that it is my 

choice of the word, my comparison between and within the corpora of the lexical 
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items, and my identification of the lexical item as a whole rather than its constituent 

parts that makes this research innovative. 

 Why have I chosen these particular aspects of the discourse? While I am of 

the opinion that the corpus-driven/corpus-based dichotomy in corpus linguistics is 

sometimes somewhat over-stated and the debates that it engenders sometimes 

somewhat over-heated (see Worlock Pope 2010, Barlow 2011, Stubbs 2013, Gray and 

Biber 2013), the reason I have chosen these two words is to all intents and purposes a 

corpus-driven decision. These two words exhibit a significantly higher frequency in 

spoken compared to written language, and the frequent appearance in corpora óis good 

evidence of what is typical and routine in language useô (Stubbs 2002: 221), and it is 

that which is typical and routine in language use that is óessential [é] to pay more 

attention toô (Rºmer 2004: 185).   

 Previous research has examined words of lower frequencies, and have not 

differentiated across the discourses within or between corpora.  I would suggest that 

the main reason for not differentiating between the different discourses is the 

requirement for sufficient concordance lines to examine.  One either requires a very 

large corpus or one has to examine high frequency words.  For example, utterly 

(Louw 1993), budge and naked eye (Sinclair 2004), and cause (Stubbs 2007a) are all 

word forms (or phrases) that have undergone a lexical grammatical examination.  

Table 1.1 below shows the frequency/million of each of these in all the four ICE 

corpora taken together (approximately 4 million words in total).  The table also gives 

the frequency of come and go for comparison purposes.  

 

 

  word/million 

utterly  7.5 

budge  2.0 

naked eye  0.0 

cause  150.5 

come  1090.0 

go  1490.5 

 

Table 1.1: Total f requency word/million  in  ICE-Canada, -GB, -India and ïJamaica. 

 

 Sinclair (2003) suggests that a minimum of 30 concordance lines is required 

in order to identify the constituents of the lexical item.  In order to compare a word 

such as budge across different discourses a minimum of 15 million words per 

discourse would be required.  This is not such a problem with written language ï the 

British National Corpus (BNC) has 90 million words of written, but it is a huge 

problem with spoken.  The spoken component of the BNC is 10 million words, and 

Cambridge and Nottingham Corpus of Discourse of English (CANCODE) is 5 

million. Cause would be more manageable ï requiring 200,000 words to probably 

give sufficient concordance lines but, again, if one wants to examine sub-discourses of 

the spoken and written components of a corpus it has the potential to become 

problematical. 

 My decision to use the ICE corpora in this research was influenced by five 

factors ï (1) availability, (2) comparability, (3) the high frequency of the word forms 

to be investigated, (4) the dearth of lexico-grammatical research into global Englishes 
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(Mukherjee and Gries 2010: 525) and (5) the spoken language component ï its 

quantity and the importance of spoken language research.  It should be noted that 

there are disadvantages to the use of the ICE corpora.  The corpora that were available 

for use for this research were compiled during the 1990s so are now approximately 20 

years old so it is likely that there will have been some shift in the language use that is 

identified by this research.   Additionally, while the ICE corpora include spoken and 

written language there is no computer-mediated discourse (CMD), such as chat room 

conversations, so further research will be needed in this area.  However, in terms of 

this research I am comparing the come and go-grams between and within the ICE 

corpora so while changes in the co-selection components might have occurred over 

the past 20 years in the World Englishes examined and within CMD, it should not 

affect the conclusions I reach in this research regarding the lexical item.   

Firstly, all corpus research, as should all research, should be able to be 

replicated by other researchers.  However, for a variety of legitimate reasons such as 

copyright and ethics (see McEnery and Hardie (2012) for a detailed discussion of the 

restraints involved) corpora are not necessarily readily available to all researchers for 

use with a variety of software ï commercial or bespoke ï but the ICE corpora are. For 

example, CANCODE is normally only available to researchers within the School of 

English at the University of Nottingham, and access to the Bank of English
1
, part of 

the COBUILD corpus, is available for research, but it is not possible to use different 

varieties of software, such as WordSmith 6 (Scott 2015), with the corpus.  The BNC is 

readily available and can be used with commercial or bespoke software, but the 

corpus consists of British English only so its use would have narrowed the research 

conclusions to only this English. 

Secondly, the ICE corpora follow óa common corpus design and common 

methodologyô (Nelson 2004: 225) allowing the comparison of lexical items across 

more than one English.  Thirdly, it is only possible to use these corpora for this type 

of research because of the high frequency of the word forms in that there are enough 

examples of come and go in the ICE corpora to be able to identify sufficient unique 

lexical items for analysis.  

 My fourth factor for choosing to use the ICE corpora is predicated on the 

emergence of English as a global language, the lingua franca of the Twenty-First 

Century: I believe it is important to undertake studies into this lingua franca.  Its use 

as a global language has given rise to many varieties, a range of uses, and a greater 

number of non-native speakers than native speakers (see Kachru 1992; Crystal 2003) 

many of whom are also more able than their native counterparts (McCarthy 2001: 

339).  It can be a national language, used as a normal means of everyday 

communication and predominately a first language (L1); a ólink-languageô, a neutral 

language that supports inter-ethnic communication  that is predominately the second 

language of its users (L2) (Mukherjee and Gries 2010: 525); and, it is an international 

language of business and trade ï an additional language for the user that has an 

economic value.  

 The final factor, and in my opinion the most important, is the spoken 

language component. While there are difficulties with regard to the production of 

spoken corpora, it is important that spoken language is used for research. There is a 

time cost and thus a money cost to the compilation of spoken corpora ï recorded data 

takes time and manpower to transcribe, so the amount of spoken corpora in 

comparison to written that is accessible is little.  Consequently, one of the strengths of 

the ICE corpora is that they contain, in relation of their size, a large spoken 

component with a ratio of 3: 2, spoken to written.   

                                                      

1
 http://www.birmingham.ac.uk/research/activity/corpus/resources.aspx (last accessed 

22 April 2015 

http://www.birmingham.ac.uk/research/activity/corpus/resources.aspx
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 It is a common theme amongst linguists that it is the study of spoken, rather 

than written language that will eventually allow a full understanding of how language 

works.  Sweet and Saussure suggest that it is the investigation of spoken language in 

particular that is important.  Sweet (1925: 203) states that óthe study of a language 

should always be based ï as far as possible ï on the spoken language of the period 

which is being dealt withô.  Saussure (2013: 28, 35) refers to the ótyranny of the 

written formô asserting that ó[t]he object of study in linguistics is not a combination of 

the written word and spoken wordô but óthe spoken word alone constitutes the objectô.  

Jespersen (1924: 21) felt that ówords and forms were often treated as if they were 

things or natural objectsô and that this was a conception that may óto a great extentô 

been fostered through a fundamentally false ópreoccupation with written or printed 

wordsô.  More recently, Stubbs (2002: xviii) bemoans the over-representation of ómass 

media languageô and the under-representation of óspoken languageô; Kachru (2008: 5) 

calls for ógood corpora of spoken material [é] before diatypic variation can be 

understood; and, Cermak (2009: 115) cast doubts óon the state of our linguistic results, 

as they are based on written language almost exclusively.  As Sinclair says, 

Most corpora keep well away from the problems of spoken language 

ï with some honourable exceptions ï and, for a corpus which in any 

way purports to reflect a óstate of the languageô, this is most 

unfortunate.  Many language scholars and teachers believe that the 

spoken form of the language is a better guide to the fundamental 

organization of the language than the written form; and many writers 

comment on the differences.  In my own experience, there is no 

substitute for impromptu speech, and a decision I took in 1961 to 

assemble a corpus of conversation is one of the luckiest I ever made.  

Even at that time, I was assured that an automatic transcription of 

speech was ójust around the cornerô.  It still is.  

Sinclair 1991: 15-16 

 And, it still is.  Still we wait, over 20 years later, for accurate automatic 

transcription of everyday speech; and still we see too much research that is based on 

written not spoken language.  This research aims to begin to redress this balance and 

to this end é 

 

In the chapters that follow é. 

 In Chapter 2 I introduce the theoretical basis to this research.  I begin by 

examining the history of the lexical item in terms of Sinclairôs idiom and open choice 

principles (see Sinclair 1991 and 2004a).  I then discuss the lexical item as a whole; 

how it is identified and how this can be seen as problematical as it ultimately relies on 

the interpretation of the linguist.  I then reflect on the co-selection categories in terms 

of sequence and order where sequence is observable in the data but order is not.  I end 

this section by suggesting that Sinclairôs language model could be seen to have 

connections with Carter (2004a), Pennycook (2012) and Wray (2008).  In the second 

half of the chapter I examine each co-selection category of the lexical item 

individually.  I review what has been written about them and, taking this into account, 

I deliberate on their strengths and their weaknesses.  In particular I divide the 

collocations into those that are used within the node for the generation of additional 

concordances ï pre-set collocates, and those that are identified in relation to the node.   

I question whether, in relation to colligation, it is best practice to define word classes 

in terms of the grammatical structures in which they are found.  I suggest that there is 



19 

little consensus in defining semantic preference and argue for as wide a definition as 

possible.  I reflect on the underlying problem of two conflicting definitions of 

semantic prosody that has dogged the literature and I express my concern that, 

perhaps, there is a further problem with semantic prosody.  What is the relationship 

between semantic prosody with the core and/or the node?   This brings me on to my 

final contention that the core and the node should be considered to have different 

identities. 

 In Chapters 3 and 4, I consider the data under investigation.  In the former I 

introduce the words under investigation, come and go, and in the latter I introduce the 

corpora. I begin Chapter 3 by establishing the minimal assumption on which this 

research is based.  There is a minimal assumption that the significant higher frequency 

of a small collection of verbs, that include come and go, in spoken compared to 

written English merits explanation.  I continue by describing the generality and the 

distinctiveness of come and go.  They can be considered general in that they are 

frequently part of multi-word verbs, and they are distinctive in that they are often 

utilised for deictic purposes.  I suggest that both multi-word verbs and deixis can be 

re-defined in terms of the co-selection components of the lexical item.  I finish the 

chapter by discussing in more detail multi-word verbs, deixis and deictic shift theory.   

 I begin Chapter 4 by delineating the similarities and differences between 

spoken and written language revealed by recent corpus investigation.  This also 

includes a brief account of the problems of working with spoken language.  I continue 

the chapter by describing the ICE corpora, their history and their make up, and I also 

suggest an alternative approach to the data that removes the requirement to identify 

texts by genre or register when analysing corpora.  This approach divides the corpora 

parts ï spoken, written, printed, private etc. into colonies (see Hoey 2001). I end the 

chapter by describing the processes by which the corpora were prepared for the 

research.       

 The results of the research are analysed in Chapter 5, 6 and 7.  The first 

chapter in this group takes a quantitative approach to the data; the second, a 

qualitative; and in the third chapter I narrow the focus in light of the conclusion 

reached in the previous chapter.  In Chapter 5, I examine the different frequencies of 

come and go across the four ICE corpora in order to organise the data into manageable 

quantities and I suggest that the best way to examine the two word forms is as part of 

n-grams above a frequency of 40/million words.  In order to differentiate between 

those n-grams associated with come, and those associated with go, I use the terms 

come- and go-grams.  Come-grams are n-grams that include the word come, and 

likewise, go-grams are n-grams that include the word go.  Having established that I 

will examine come and go as part of come- and go-grams, I compare their frequencies 

between and within the ICE corpora.  This analysis shows that there is a greater 

difference within the different colonies of the ICE corpora than there is between the 

ICE corpora themselves.  However, what it does not show is whether there are co-

selection component differences between or within the ICE corpora.  This is 

addressed in the next chapter. 

 With the qualitative approach taken in Chapter 6, I analyse the come- and go-

grams that occur in all the ICE corpora in terms of their principal co-selection 

components. I introduce two additional co-selection components, structural 

preference and discourse preference and I do away with the term semantic prosody, 

replacing it with the term semantic force.  Structural preference is the predilection for 

a node to associate with grammatical structures leaving colligation as the predilection 

for a node to associate with word classes.  Discourse preference is the inclination for a 

particular set of co-selection components to be associated with a particular type of 

discourse. I go on to observe that, in relation to the come- and go-grams under 

investigation, that all the co-selection components can be seen in the spoken colonies 

but not all the written colonies.  While there are some that are particular to the spoken 

colonies there are none that are particular to the written colonies.   
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 The subsequent analysis of the come- and go-grams is divided into familiar 

idioms, post and ante pre-set collocates, discourse managers, live sports reporting and 

replacement speech or thought verbs.  The familiar idioms occur infrequently in the 

data and, as such, cannot be examined in any depth.  The post and ante pre-set 

collocates consist of the analysis of individual come- and go-grams.  The discourse 

managers are those come- and go-grams that are explicitly used to manage the 

discourse.  I describe the deictic shift that occurs with come- and go-grams in live 

sports reporting in terms of their co-selection components in the penultimate section, 

and I end with a description of the usage of go-grams as replacement speech verbs ï 

again in terms of their co-selection components.  In the Chapter I suggest that the 

semantic forces associated with the post and ante pre-set collocates (eg: come back 

and to come) would seem to work in tandem with each other when they are examined 

as a whole (eg: to come back).  This idea of semantic forces adding to each other is 

further explored in Chapter 7. 

 I begin Chapter 7 by examining closely the instances of to go and go to and 

then I look at, also in detail, come and, and go and come and go.    I show that the 

semantic forces do work in tandem with each other, and I also show that they can be 

ñlayeredò. In other words, depending of the initial choice of node, different co-

selection components can be identified and, thus, it can be seen that there can be 

different semantic forces associated with a particular come- or go-gram. 

 In Chapter 8 I return to the lexical item.  I initially re-consider the co-

selection components and then I re-consider the item as a whole in light of my 

research.  I suggest that there might be evidence of prospection with the collocation 

preferences I have identified. In terms of colligation, I suggest that colligation with 

lexical items tends to be outside the node, while colligation with grammatical items, 

inside.  I propose that structural preference should include more than the traditional 

grammatical structures such as hesitation and ellipsis. The definition of semantic 

preference is extended to be as broad as possible and I suggest that it is this preference 

that frequently informs the choice of semantic force.  Discourse preference is utilised 

as the analysis of the come- and go-grams showed that there were some that were only 

found in a particular type of discourse.  I maintain that the semantic force is associated 

with the choice of the node, and that the semantic force is either related to the 

message conveyed, the interaction between the participants in an exchange, or the 

organisation of the message.  Finally, I argue that it is the node not the core that is 

relevant when considering the lexical item.   

 In the last section of this chapter I discuss the lexical item as a whole.  It 

consists of the co-selection components identified in relation to a particular node.  I 

then proceed to discuss how this differs from Sinclairôs definition, and what it means 

in practical terms, and how it might be linked to the other theoretical paradigms 

introduced in Chapter 2. 

 In the final chapter I summarise my research conclusions and return to the 

research questions, discussing them in relation to the research results.  I review my 

research by considering the lack of empirical data.  I suggest further research areas 

leading from this research.  I consider how my research might be viewed in terms of 

the other theories developed within the corpus linguistic paradigm.    I ask if we 

should be looking for a new approach to language meaning as it would appear that we 

still under-estimate the syntagmatic axis and over-estimate the paradigmatic axis.  I 

end by advocating a more linear approach to language with the theoretical integration 

of LUG and lexical items. 
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Chapter 2 The lexical item 

The word lives, as it were, on the boundary between its own context and 

another, alien context 

 

Bahktin 1981: 284 

The lexical item is rooted in the hypothesis that much of language is constructed 

according to the idiom principle.     Sinclair proposed this principle, in conjunction 

with the corresponding open choice principle, as a result of his investigations into 

lexis and grammar in the 1960s. This was the starting point for the work described in 

the English Collocational Studies: the OSTI Report (Sinclair et al 1970/2004).   

 The report was originally circulated at the time amongst interested academics, 

and was finally published in 2004. It describes the initial empirical analysis 

undertaken into a corpus of spoken language ï a small corpus by todayôs standards ï 

using computer software.  The report includes the following observations: (a) óa unit 

of language representing a particular area of meaning [with é] a unique pattern of co-

occurrence with other lexical items [é] cannot always be identified with an 

orthographic wordô; (b) óthere is a possibility that a word which is more strongly 

ñgrammaticalò than ñlexicalò will be a member of a ñclosed classò, be highly frequent 

and also have a low ability to predict its own environmentô; and (c) ówords may vary 

in the degree of lexicality they display according to the register of language in which 

they are being usedô (Sinclair et al 1970/2004: 9, 58, 68).   

 It is the first of these observations that would appear to be a precursor to the 

idiom principle, which, in turn, evolved into the lexical grammar and the modelling of 

the lexical item. As a result of his research, and as óa natural extension to his work on 

discourseô, Sinclair argued that as computers permitted the linguist to look at language 

in a completely new way ï simultaneously across paradigmatic and syntagmatic axes 

ï they, the linguist, should órefrain from imposing analytical categories from the 

outside until [they] have had a chance to look very closely at the physical evidenceô 

(Sinclair 1991: xviii,  29).  He advocated moving towards óa theory that reconciles the 

paradigmatic and the syntagmatic dimensions and allows the description of the 

language to remain sensitive to bothô (Sinclair 2004a: 174).  As he says óthe 

distinction between grammar and lexis is a very basic model of language [so] there 

would be no motivation to reconsider it unless new evidence gave rise to concern 

about its accuracyô (Sinclair 2004a: 165).  However, by examining the concordances 

of words he established that at any point in the development of a text it is constructed 

either using the open-choice or the idiom principle.  There was now new evidence that 

gave rise to concern about the traditional distinction of syntax and lexis, or, to be 

more precise, the influence of the paradigmatic and syntagmatic dimensions on each 

other.   

 At this stage Sinclair envisaged the two principles as discrete entities ï óthere 

should be no shading of one into another; the switch from one model to the other will 

be sharpô (Sinclair 1991: 114), but he later suggests that they should be considered to 

be part of a continuum ï ótwo conflicting principles of organization which between 

them produce a rich continuumô that moves from the terminological tendency to the 

phraseological tendency (Sinclair 2004a: 29).  With the open choice principle, at each 

point in the text there are a large amount of options available to the language user to 

choose from with the only constraint being grammaticalness: at each point óvirtually 



22 

any word can occurô as long as ólocal restraintsô are satisfied (Sinclair 1991: 109).  In 

contrast, with the idiom principle, the ólanguage user has available a large number of 

semi-preconstructed phrases that constitute single choicesô (Sinclair 1991: 110).  

 Sinclair suggests that when óany portion of text [é] appears to be constructed 

on the idiom principleô it would be óunhelpful to attempt to analyse [it] 

grammaticallyô because when the idiom principle is in operation it would appear that 

ó[m]any phrases have an indeterminate extentô allowing óinternal lexical variationô, 

óinter-lexical syntactic variationô and ósome variation in word orderô (Sinclair 1991: 

113).  He goes on to say that ó[m]any uses of words and phrases attract other words in 

strong collocationô, óshow a tendency to co-occur with certain grammatical choicesô 

and óin a certain semantic environmentô (Sinclair 1991: 113).  These are the aspects of 

the idiom principle that are the foundation to the components of co-selection of the 

lexical item ï the core, the collocations, the semantic preferences and the semantic 

prosody. 

 Sinclair suggests that a lexical item consists of several words, ówith a great 

deal of internal variationô which ódisappears when the description invokes an 

appropriate category of abstractionô (Sinclair 2004a: 35).  The citation of the full form 

of the lexical item removes the ambiguity of language in that each item, whether a 

single word or a number of words, are normally monosemous (Sinclair 2004b: 20, 

Teubert 2005: 5).  Sinclair envisages a text as a string of lexical items, óeach 

statistically independent of each of those on either sideô with the internal categories 

assuming óa central rather than a peripheral role in language descriptionô (Sinclair 

2004a: 39).   

 In the following sections, I first consider the lexical item as a whole.  I 

describe how it is identified, I address a number of points that are related to its 

identification and, as a model for explaining meaning in language, how it might, or 

might not, relate to other linguistic theories.  I then turn to each of the components of 

the lexical item, discussing them individually.  I begin with collocation, then 

colligation, semantic preference and semantic prosody.  I end with the core as I 

believe that this presents the greatest problem with the model.   Finally, I supply a 

brief summary of the chapter. 

2.1 The Whole 

 The customary way to identify these co-selection components of collocation, 

colligation, semantic preference and semantic prosody (but not the core) is to sort 

concordance lines using the node word ï the key word in context (KWIC) ï under 

investigation.  This then allows the researcher to examine both the syntagmatic axis ï 

horizontally along each concordance line, and the paradigmatic axis, - vertically, 

óscanning for repeated patterns present in the co-text of the nodeô (Tognini-Bonelli 

2001: 2).  Interestingly, the syntagmatic axis has, óas in the Saussurian model [é,] 

what is co-present in the linear stringô but the paradigmatic axis has, unlike the 

Saussurian model what is accessible in the mind of the individual, what is actually 

present in other texts (Stubbs 2013: 18).  Although it should be noted that, while the 

use of KWIC gives the ability to examine both the syntagmatic and paradigmatic axes 

in tandem, in so doing the texts in the corpus are torn apart.  The node word is 

removed from everything but a small amount of the text in which it is situated thus 

divorcing it from both the context of situation and the contextualisation of the 

speakerôs/writerôs narrative with that of society (Firth 1957: 27).    

 Sinclair (2003, 2004a) advocates taking approximately 30 random 

concordance lines at a time (a screen full) and, having edited the concordance to 

remove any unwanted material such as duplicates and proper names that are the same 

as the node word, sorting the concordances to highlight possible patterns.  Once the 
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patterns in the first 30 concordances have been studied and the major patterns 

ascertained, another random sample of different lines should be generated and then 

examined, and then, possibly another and another, until no new patterns emerge from 

the data. He also recommends that the concordances are first sorted according to the 

words either to the left or the right of the node as the strongest patterns have a 

tendency to be closest to the node.  He suggests that the patterns to look for are 

repeated words (collocates), repeated word classes and/or grammatical structures 

(colligates), and repeated word groups of similar meaning (semantic preferences).  

And, having accounted for any such patterns, he then suggests that it should be 

possible to ascertain how the patterns function within the text (the semantic prosody).  

In essence, this type of investigation is initially empirically based ï it first identifies 

and quantifies repeated occurrences or words and word classes, but in its final stages 

it relies on the interpretation of the linguist in determining semantic preferences and 

prosodies.   

 It should be mentioned that as corpus linguistics is an empirical paradigm the 

reliance on the interpretation of the linguist is a significant problem.  It is a ónon-

statistical techniqueô where óit is the linguistôs intuitive scanning of the concordance 

lines that yields up notable examples and patterns, not an algorithm or recoverable 

procedureô (McEnery and Hardie 2012).   However, I would suggest that if one sees 

the process as a template to compare and gain a better understanding of language 

across discourses and varieties, with a view to then developing new algorithms or 

recoverable procedures, this problem could be said to be mitigated. 

 Stubbs suggests that all that can be directly observed in the raw data is 

sequence ï ófrequency and distributionô, anything that is further proposed should be 

considered to be order, where  

sequence is a feature of raw data.  It is concrete and linear ï linear in 

time for spoken language and in space for written language.  It is 

observable, and with the help of technology, we can observe the 

frequency of things occurring in sequence.  In a rough sense, we can 

then make inductive generalizations about these things.  However, the 

generalizations involve order.  Sequence is one exponent of order, but 

order is abstract, multi-dimensional and not directly observable.  It is 

a theoretical construct, which relies on interpretation and deduction.   

Stubbs 2013:  14 

 The components of the lexical item can be seen in terms of moving from 

sequence to order: from collocation to semantic prosody.  Collocations are observable 

within the raw data, and colligations, while abstract are, to a certain extent, still 

observable. To identify semantic preference óan intuitive understanding of semantic 

fields and the topic of the textô is required; and to identify semantic prosody an 

overview of the communicative purpose of the particular lexical item must be 

formulated (Stubbs 2013: 24).  I would suggest, it is only after the identification of the 

collocation, colligation, semantic preference and semantic prosody that the core is 

actually identified.  Is the core, therefore, a feature of order or a feature of sequence? 

 Additionally, Stubbs seeks to relate the Sinclairian model to óproposals by 

other theoristsô (Stubbs 2006: 25).  He suggests that the different co-selection 

components integrate ólexis, syntax, semantics and pragmaticsô (Stubbs 2006:27).   

Collocation is lexis in a linear sequence, colligation relates to syntax, semantic 

preference indicates semantic fields and text topic, and semantic prosody, 

ógeneralisations about the speakerôs evaluations and attitudesô (Stubbs 2013: 10).  He 

does not mention the core.  He also suggests that the distinction between semantic 

preference and prosody can be likened to that between locution and illocution 

associated with speech acts (see Austin 1975).  He also argues for an additional sixth 

co-selection component of the lexical item of discourse management suggesting that 
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semantic prosody actually has two aspects (Stubbs 2013: 10).  One is illocutionary 

force and the other discourse management (ibid).  However, I am inclined to not 

include a sixth category as it probably only becomes necessary if one has the desire to 

create equivalence between Sinclairôs model and speech acts. If semantic prosody is 

defined as the reason for using the lexical item, then the reason for using the lexical 

item could well be to manage the discourse.  In other words, if the reason for using a 

lexical item is to make a complaint, or to give emphasis to the narrative focus, Stubbs 

would classify the former as semantic prosody and the latter, discourse management 

(Stubbs 2013: 10).  However, I am suggesting that if the semantic prosody is, as 

Sinclair (2004) states, the reason for using the item, both reasons can be classified as 

semantic prosody 

 Stubbs takes this relationship to speech act theory further by suggesting that, 

by moving from a description of the lexical item to an explanation of óhow cultural 

norms are reproduced by frequent phrasal unitsô (Stubbs 2013: 26), an empirical link 

could be made to Searleôs concept of óthe creation of a social and institutional 

ontology by linguistically representing certain facts as existing, thus creating the factsô 

(Searle 2010: 87). While I would not disagree that this would be a great achievement, 

I am more disposed to argue for links with Carter (2004a), Pennycook (2010) and 

Wray (2008).   

 Carter argues that language can ultimately be seen as creative, óit can be a 

matter of re-vision as well as vision, of re-membering as well as dis-membering and 

or re-creation as well as creationô (Carter 2004a: 48).  But, he also argues that parallel 

to these creative compositions exist óa range of non-creative, formulaic expressionsô 

that óstabilise and routiniseô communication (Carter 2004a: 133).  He also suggests 

that some of the formulaic expressions are ósufficiently flexible in formô that they are 

open to creative reconfigurations (Carter 2004a: 129).  This, I would suggest, could be 

seen as comparable to Sinclairôs idea of language being organised according to either 

the open choice or the idiom principle.  The open choice could be said to represent the 

creativity of language, and the idiom, the stabilisation and routinisation of language as 

evidenced by the lexical item, bearing in mind that Sinclair suggests the lexical item 

can have considerable variability within its constitution. 

 Likewise, Pennycook appears to take a corresponding view point with regard 

to language.  He contends that language is a local practice, a social activity that is 

embedded in locality, where both repetition and creativity in discourse are the ónorm 

rather than the exceptionô (Pennycook 2012: 4, 40).   Again, the creativity of language 

could be said to be represented by the open choice principle, and the repetition, the 

idiom principle.  Pennycook also suggests that ógrammar is not a set of norms that we 

adhere to or break, but rather, the repeated sedimentation of form as a result of 

ongoing discourseô (Pennycook 2012: 41).  This idea, that grammar is produced with 

the repeated sedimentation of form, links the paradigmatic with the syntagmatic 

dimension, as, of course, does lexical grammar.  

 Wray approaches language modelling from a psychological perspective.   She 

proposes that language consists of Morpheme Equivalent Units (MEUs) which she 

defines as  

a word or word string, whether incomplete or including gaps for 

inserted variable items, that is processed like a morpheme, that is, 

without recourse to any form-meaning matching of any sub-parts it 

may have 

Wray 2008: 12 

This, I would suggest, corresponds to Sinclairôs assertion that the lexical item can 

vary internally and is ónormally monosemousô or is equivalent to a morpheme, 

although it should be noted that Sinclair does not make any claims as to the 

processing of language (Sinclair 2004a: 55, 20).  However, where Wray and Sinclair 
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differ is that she has reservations with regard to Sinclairôs concept of a language 

continuum conceptualised by the terminology tendency and the phraseological 

tendency.  She questions whether the continuum model is adequate in terms of the 

processing of language óto account for both creative flexibility and the idiomaticity 

arising from preferred ways of saying thingsô (Wray 2008: 14).  She suggests that 

language users have ómultiple part-mappings of the same information in the lexiconô 

(Wray 2008: 15).  Phrases can be both stored as wholes, and stored as the individual 

parts.  The language user processes language on a Needs Only Analysis (NOA) basis 

where input is first checked against known lexical units and only if some variation is 

identified does the user undertake additional analysis of the unit (Wray 2008: 17).  In 

this way, the pressure on working memory in real-time can be minimised (Wray 2008: 

69).  She anticipates that MEUs should be óshared across a speech communityô and 

should be able to be óreliably identifiedô by that community once linguists have 

agreed on the diagnostic criteria (Wray 2008: 107). 

2.2 The Parts 

2.2.1 Collocation 

Collocation is, at its very basic, the propensity for words to associate together. The 

customary way of determining collocates of a word is by generating concordances and 

identifying them with reference to the node word either by frequency of occurrence, 

or by calculating the statistical significance of the co-occurrence using appropriate 

software. Once they have been identified they can either be used as part of the 

description of the word or words under investigation, or they can be used to create 

additional concordances that include these collocates. As there is no specific fixed 

relationship between a word and its collocations, bar the fact that they occur in the 

same text, it is probable that collocation has a ólimited value for linguistic theoryô 

(Barnbrook, Mason and Krishnamurthy 2013: 172).  What collocation does do is to 

give óa good initial impression of the meanings of a wordô by ócondensing the data 

available from concordance linesô producing significant breakthroughs in such 

paradigms as corpus based lexicography (ibid).   

 With regard to the generation of collocations: for those who advocate a 

statistical approach to determining collocations, there is some scepticism regarding 

the methods available.  There are at least 30 plus association measures but there 

would appear to be little work done on validating any of the methods óagainst findings 

from corpora-external dataô (Gilquin and Gries 2009: 17).  As Gries maintains, there 

are ócorpus linguists who pretty much argue for trying different ways to modify 

existing measures and pick whatever yields results that intuitively (!) appear bestô 

(Gries 2010: 6).  There are also a number of weaknesses inherent in the current 

association measures in that they óhide much of the interesting variability in the dataô, 

including: the ódirectionality effectsô; the homogeneity of associations across corpora 

or parts of corpora; and, there are problems associated with extending the measures 

for multi-word units (Gries 2013: 159). In addition the statistical measures also 

depend on a normal distribution, rather than the Zipfian distribution of data that is 

inherent in corpora.  A Zipfian distribution is óa very skewed distributionô (Kilgarriff 

2002: 112) in that there óis a constant linkage between word frequency and word rankô 

ï where the word occurs when the words in a text are ordered based on their 

frequency of occurrence (Scott and Tribble 2006: 27).  A word list will contain óa very 

small number of very highly used items, and a long declining tail of items which 

occur infrequentlyô (ibid). In order to address these issues, Gries (2013) proposes a 

new measure for collocation P̀.  This measure is more sensitive than the more 
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traditional measures as óit can tease apart which collocates in a collocationô have the 

strongest or weakest attractions or repulsions in comparison with the other collocates; 

óit is not a significance testô so does not require a normal distribution; and it also 

óprovides directionality informationô (Gries 2013: 152).   

 Whether this new measure also addresses the additional concern that some 

association measures have a tendency to disfavour ócombinations that incorporate 

high-frequency wordsô thus often excluding ófunction words from considerationô is 

unclear (Biber 2009: 287). This tendency suggests an underlying assumption óthat 

collocations are combinations of content words, while a lexicogrammatical 

combination of function word plus content word is a different phenomenonô (ibid).  

This research maintains that there is no difference, it is as important to consider the 

function word collocates as it is to consider the content word collocates. 

 Sinclair is also sceptical about association measures; he says 

Over the years I have become more and more suspicious of these 

tests.  I may still use t-score for my day-to-day research in the 

absence of anything more plausible, but I have lost most of my 

original confidence in it and in other statistical procedures.  If 

something like the co-occurrence of two or more words is statistically 

significant, this tells me that there is but a small chance of it being 

accidental.  But I donôt expect it to be accidental anyway.  One of the 

worrying aspects from the very beginning, what really made me 

suspicious, was the frequent finding that the actual co-occurrence of 

words in texts is many times the prediction that is made on a 

statistical basis.  Not just slightly over the estimate, but hundreds or 

thousands of times more frequent than the expected.  Statistical 

prediction based on chance seems just irrelevant  

Sinclair et al 1970/2004: xxii  

 
However, whatever the potential problems associated with the identification of 

collocates, what collocation studies have shown is that there is a good deal of 

vocabulary that is óto a greater or lesser degree fossilized into restricted patternsô thus 

the emphasis has been shifted from single words to multi-words as holders of meaning 

(McCarthy and Carter 2006: 8).    

 With regard to the application of collocation: it can be considered to be 

frequent co-occurrence with or without significance of two or more words so any 

process that identifies words that co-occur frequently could, I would suggest, be 

considered to be a process that is generating collocates.  Finally, I would suggest that 

when the concordance lines are generated where collocates are being used as part of 

the node it would be helpful to term then as preset collocations in order to distinguish 

them from collocation as part of the description of the function of an item under 

investigation.    In investigating the lexical item, this research draws on both concepts.  

2.2.2 Colligation 

Colligation is the co-occurrence of word classes or grammatical structures with the 

node word (Sinclair 2003: 175).  However, word classes are abstract entities that have 

been pre-defined in traditional linguistics and, as such, work against Sinclairôs 

observation that óthe corpus seems to be signalling [é] the need for a major overhaul 

of the notion of word classô (Sinclair 2004: 173). Is it legitimate, then, to use them in 

the description of the lexical item? 

 Word classes themselves are broad, essentially abstract, categories, that 

depending on the theorist defining them, can be classified differently.  For example, 

Jespersen (1924: 72) uses the category noun ófor the large class of which substantives 
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and adjectives are subdivisionsô ï substantives would be more commonly classified as 

nouns, and adjectives and substantives are, more commonly, considered to be separate 

word classes.   (Admittedly, by classifying them as part of a larger class of nouns, 

Jespersen goes someway to solving the problem of substantives/nouns being used as 

quasi-adjectives, so there is some merit in so doing.) 

 The investigation of spoken corpora has resulted in a suggested overhaul of 

word class categories.  It has led to the identification of an additional word class or 

classes.  Carter and McCarthy (2006) limit  this additional word class to discourse 

markers, and relate it to the different word classes of nouns, verbs, adjectives etc., but 

Biber et al (1999) state the word class includes all inserts (incorporating discourse 

markers) and defines it as an additional type of major word class to be included with 

function and lexical words. 

 According to Carter and McCarthy (2006: 208), a discourse marker is a type 

of pragmatic marker, an item that operates óoutside the structural limits of the clause 

and which encodes speakersô intentions and interpersonal meaningsô.  Pragmatic 

markers also include stance markers (indicative of óspeakersô stance or attitudeô about 

the message), hedges (allowing a speaker to be óless assertive in formulatingô 

messages), and interjections (indications of óaffective responses and reactions to the 

discourseô) (ibid).  Discourse markers can be words or phrases and are a ólexical 

rather than a grammatical categoryô; their function is to ólink segments of the 

discourse to one anotherô reflecting óchoices of monitoring, organisation and 

managementô, and they also can be used to óindicate degrees of formality and peopleôs 

feeling towards the interactionô (Carter and McCarthy 2006: 209, 212).  However, 

Carter and McCarthy suggest that as lexical entities, there is a problem in categorising 

them óin terms of the conventional word classesô such as nouns and verbs, and they 

suggest that they should be considered to be óa class in their own rightô (Carter and 

McCarthy 2006: 209). 

 The position of Biber et al (1999) could be considered to be more radical.  

They define inserts as stand-alone words that are unable to óenter into syntactic 

relations with other structuresô and are óversatile in taking on different conversational 

rolesô (Biber et al 1999: 1082).  The inserts include discourse markers (signalling óa 

transition in the evolving progress of the conversationô and the óinteractive 

relationship between speaker and hearer, and message), interjections (exclamatory 

and óexpressive of the speakerôs emotionô), greetings and farewells, attention signals 

(óattracting the attention of the addresseesô), response forms (óbrief and routinized 

responses to a previous remark by a different speakerô) , hesitators (ópause fillersô), 

polite speech-act formulae (routinized óconventional speech acts, such as thanking, 

apologizing, requesting and congratulatingô) and expletives (taboo and moderate) 

(Biber et al 1999: 1082-1093).  And they state that inserts should be considered as an 

additional class to the two major word classes ï function and lexical words.   

 Sinclair makes the point that óthe commonest five words do not fall in with 

any normal word classesô (Sinclair 1999: 157).  These words are the, a, of, to and and.  

He suggests that instead of assuming that these words can be forced to fit into 

traditional word classes, corpus evidence suggests that they are each in a word class of 

their own that shares ósome of the defining features of one or more classes, but 

showing either unique usage patterns or a unique combination of themô (Sinclair 

1999: 166).  

 Recent corpus based language investigations would also suggest that the 

traditional word class categories are in need of some revision.  Hunston and Francis 

state that words are not classified because they óôhaveô classes as something intrinsic 

to themô but they are classified because of the behaviours they exhibitô (Hunston and 

Francis 2000: 197).  Word classes have sets of patterns that are associated with them, 

and that these patterns óare the most consistent way of determining classô in contrast 

to determination by common morphological or semantic features (Hunston and 

Francis 2000: 179).  I would argue that if word class is dependant on the grammatical 
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patterns (or structures) in which a word is found, then if one is identifying colligation 

as co-occurrence of word class or grammatical structure the whole definition process 

is circular.  Possibly one is defining something on the basis of what one is seeking to 

define?  

2.2.3 Semantic Preference 

There would appear to be little consensus as to what semantic preference actually 

entails as it has been defined and re-defined a numbers of times subsequent to the 

initial proposal by Sinclair.  I will  take Sinclairôs definition as a starting point ï the 

co-occurrence of ówords of a particular meaningô regardless of word classes with the 

node word (Sinclair 2003: 178).  I will then introduce and discuss a selection of other 

definitions relative to this definition.   

 Stubbs suggests that semantic preference óconcerns propositional contentô and 

is an indication of the topic of the text (Stubbs 2013: 10).  This characterisation is 

probably a little broader than that of Sinclair who suggests that semantic preference is 

the predilection of the node word to be hanging around with words of a particular 

meaning and, as such, says nothing with regard to text.  To include the notion of topic, 

would I suggest, extend semantic preference to recognise semantic sets associated 

with the particular text.  The allusion to the propositional content relates to the 

position that Stubbs takes regarding the equivalence of the co-selection components of 

the lexical item with speech act theory.  As I have indicated, I am inclined to associate 

lexical grammar with the theoretical stances of Carter (2004a), Pennycook (2010) and 

Wray (2008), although I would not disagree that semantic preference within this 

context is an indicator of propositional content of the text in question.  Also, as this 

research will show that lexical items can be register specific, it could be said that the 

semantic preference exhibited by a node word can be dependant on the topic of a text.   

 On the other hand, Hunstonôs suggestion that semantic preference (or 

óattitudinal preference) should be used ówith items expressing a particular evaluative 

meaningô (Hunston 2007: 266), would appear to narrow the definition to those words 

of a particular meaning that have an evaluative function.  However if evaluation is a 

óbroad cover term for the expression of the speaker or writerôs attitude or stance 

towards, view point on, or feelings about the entities or propositions that he or she is 

talking aboutô (Hunston and Thompson 2000: 5), semantic preference possibly shifts 

to a more pragmatic rather then semantic phenomenon.   

 Bednarek suggests that collocation should be sub-divided into positive and 

negative collocation, and semantic collocation, and argues that semantic preference 

should be used óas a cover termô for these frequently co-occurring and similar 

(ódiffering only in degrees of ógeneralityôô) collocational phenomena (Bednarek 2008: 

121).  As such, semantic preference can be considered to be ó(relatively objectively) 

observable by looking at corpus evidenceô (Bednarek 2008: 122).  I think that this 

definition is interesting in that it perceives collocation as something more than just 

words in text; it can have a grammatical aspect.  I am inclined to keep this notion 

under consideration, but still favour the idea that the lexical item has potentially five 

co-selection components as it allows the linguist to distinguish between those that 

relate to sequence, and those that relate to order (Stubbs 2013). 

 Hoey introduces the term semantic association instead of semantic preference, 

although he regards them as interchangeable (Hoey 2005: 23).  He defines semantic 

association as the propensity for óevery wordô to be primed for someone óto occur 

with particular semantic setsô (Hoey 2005: 13, 15).  This definition extends the 

Sinclair definition by including the explanation as to how semantic preference can be 

explained in terms of the producer.  It is not the node word that is primed for semantic 

preference, but the person is primed for a particular semantic preference with a 

particular node word.  This research does not seek to hypothesise about the production 

of language by a speaker or writer. 
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 To Xiao and McEnery (2006; 107), semantic preference has a distinct 

collocational meaning that is óa feature of the collocatesô (Xiao and McEnery 2006: 

107).  They see semantic preference as distinct but interdependent with semantic 

prosody, which, they state, has a distinct collocational meaning that is óa feature of the 

node wordô (ibid).  Again, this would appear to narrow the definition supplied by 

Sinclair, in that they suggest that semantic preference is specific to the collocations 

that have been identified, rather than the co-occurrence of words that, taken together, 

have the same meaning.  In other words, the collocations of the node word are 

identified and then the semantic preference is ascertained from these collocations, 

nothing more.   

 This research will use the original definition of semantic preference given by 

Sinclair, but will take into account that there could be inherent discourse and variety 

differences, and that collocation might be considered to be sub-divisions of semantic 

preference.  Semantic preference is the predilection of words that mean much the 

same, regardless of word class, to associate on a regular basis with a node word. 

 

2.2.4 Semantic Prosody 

There would seem to be considerable confusion as to what semantic prosody is as 

researchers would appear to be bringing into play an amalgamation of óthe conflicting 

positionsô on semantic prosody ówithout any apparent recognition of this conflictô 

(Stewart 2010: 3). I would suggest that the initial confusion stems from the differing 

account proffered by Louw (1993) and Sinclair (2004a).  As Stewart states 

Although semantic prosody has been assigned certain features which 

would appear to be common to almost all accounts of it, it is 

nonetheless the case that the first two exponents of semantic prosody, 

Louw and Sinclair, described it in very different ways.  Most 

subsequent contributions on the subject contain features of each of 

these descriptions, and some may be crudely divided into those 

influenced primarily by Louw, and those influenced primarily by 

Sinclair.  It is normal that as a concept develops, it will be approached 

and discussed in several ways, but the impression is that single 

contributions do not give sufficient stress to the degree of difference 

between these main approaches.  As a consequence, the appellation 

ósemantic prosodyô has become something of an umbrella term whose 

breadth may deceive those anxious to find out more on the subject. 

Stewart 2010: 159 

 

 A variety of solutions have been put forward in order to resolve the problem, 

which, I would suggest, have in turn created more confusion.  These include 

contributions from Louw (2000), Whitsitt (2007), Hunston (2007), Bednarek (2008), 

and Stewart (2010).  Also, Hoey (2005) has introduced another concept that is akin, 

but different, to semantic prosody that he terms pragmatic association.  This too 

would seem to have introduced even more misunderstanding, for example, as found in 

Ellis et al (2009), and Morley and Partington (2009). 

 The concept of semantic prosody was first described by Louw, although he 

credits Sinclair with suggesting the term (Louw 1993: 230).  The word prosody is 

used in the same way as óFirth used the word to refer to phonological colouringô that 

transcends ósegmental boundariesô (ibid) and ósemantic because it deals with 

meaningô (Sinclair 2003: 117)).  Louw demonstrates both the role of semantic 

prosody in the use of irony and insincerity by speakers or writers, and how it can be 

used to grade suasive writing (Louw 1993: 230).  He states that semantic prosody can 
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be identified from the óhabitual collocatesô of words, or sequence of words, which 

colour their meaning so it can no longer be considered in isolation when used without 

these collocations (Louw 1993: 234). He suggested that semantic prosody is a 

reflection of óeither pejorative or ameliorative changesô as a result of historical 

refinement through language change (Louw 1993: 238): in other words, as a result of 

language change words can become associated with either negative (pejorative) or 

positive meaning (ameliorative). Once the semantic prosody of a word, or sequence of 

words, ópredominates sufficiently stronglyô the word, or sequence, can be used to 

create ironic meaning by prosodic clash ï deliberate usage running counter to the 

semantic prosody (Louw 1993: 234). He then suggested that where this type of usage 

is not deliberate, it is not just a slip of the tongue but an indication of insincerity in the 

speaker or writer (Louw 1993: 239).  In establishing that semantic prosodies occur as 

a result of pejoration or amelioration he goes on to claim that suasive writing can then 

be graded according to the ógoodô or óbadô prosodies it contains.  He also suggests that 

semantic prosodies tend to occur together - they óhunt in packsô (Louw 1993: 239).  In 

essence, he defines semantic prosody as a collocational phenomenon that shades the 

meaning of a particular node word to be either ñgoodò or ñbadò, and where there is 

one semantic prosody there is likely to be another close by. 

 This is somewhat different to the Sinclairian approach.  Sinclair views 

semantic prosody as ósomething close to the ófunctionô of the item ï it shows how the 

rest of the item is to be interpreted functionallyô to the extent that ówithout it, the 

string of words just ómeansô ï it is not put to use in a viable communicationô, and, 

without it, it would be difficult to integrate an item with its surroundings (Sinclair 

2004: 34).  It is the semantic prosody of an item that dictates why the item was 

chosen, óover and above the semantic preferences that also characterize itô (Sinclair 

2004: 145). Its meaning is attitudinal and often pragmatic (ibid).  He believes that one 

of the most important contributions that corpus investigation has provided is óthe 

recognition that semantic prosody is a constant feature of textô (Sinclair 2003: 178).   

 In a later paper Louw seeks to resolve any possible confusion over the 

definition of semantic prosody. He re-emphasises the importance of collocation in 

identifying semantic prosody: he says it is óestablished through the proximity of a 

consistent series of collocatesô and should be recovered ócomputationally from large 

language corpora rather than intuitivelyô.  He re-states that often semantic prosodies 

are ópositiveô or ónegativeô and he also suggests that the ónegative prosodies are much 

more frequentô (Louw 2000).  He re-asserts that irony is created óthrough the 

deliberate injection of a form which clashes with the prosodyôs consistent series of 

collocatesô and where this is inadvertent it is an indication of the insincerity of the 

producer (Louw 2000).  However, he also states that they arise ófrom fractured 

[emphasis in the original] contexts of situationô, where, either, delexicalisation has, in 

effect, deleted the óhuman participants from the context of situationô by replacing 

them by ódesirable or undesirable human characteristicsô, or, where something has 

occurred ï ócaused or spontaneousô ï that meant that the context of situation is 

incomplete or fractured (Louw 2000).  I would suggest that this additional refinement 

to Louwôs definition of semantic prosody moves it even further away from Sinclairôs 

definition.  Louw perceives semantic prosody as an aspect of the collocations of the 

node word that imbues it with, predominately, fracture and negativity: and Sinclair 

perceives semantic prosody as a major function of text production that indicates why a 

particular item is chosen in conjunction with the node word, which is not necessarily 

associated with collocation and/or semantic preference.  It is not really surprising that 

attempts have been made to re-define semantic prosody. 

 Whitsitt says that semantic prosody, at the time he was writing, óis defined in 

at least three, distinctly different waysô, that of Louw, that of Sinclair, and a third that 

he suggests óis very widespreadô and ótreats semantic prosody as if it were a synonym 

of connotationô (Whitsitt (283, 285).  He is critical of the term itself, taking the view 

that the idea of a phonological colouring on which Sinclair/Louw based the term 
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semantic prosody is not carried beyond the immediate environment in which it occurs 

ï the vowels in Amen only have a nasal quality when in proximity to m and n, so 

neither should semantic prosody (Whitsitt 2005: 291).  He also makes the point 

(perhaps a little melodramatically but it is worth quoting) in regard to the definition 

supplied by Louw (1993, 2000) that it appears that  

[the node word that is] imbued with meaning, is empty; or, to put it 

another way, let us return to the story of semantic prosody, which is 

that of a word-form which is inexplicably empty, or perhaps not so 

much empty as weak and innocent, and suddenly finds itself (could be 

ñherselfò) inexplicably thrown into a world of bad company, which is 

made up of unpleasant words which are, likewise inexplicably, full of 

themselves, and cannot help themselves from pouring their negativity 

into any empty form which is near them.  In this world, proximity 

clearly leads to promiscuity, but the flow is always one-way, form 

strong, full, bad words, into the weak, empty, innocent forms, which 

are incapable of resisting the force of bad company, to which they too 

will soon belong, and from which they can never leave, ever again. 

Whitsitt 2005: 292 

What Whitsitt does not do is to suggest how the dichotomy between Sinclair and 

Louw might be resolved.  The different approaches that have been taken are discussed 

at length by both Hunston (2007) and Bednarek (2008) as they attempt to settle on one 

or other of the definitions. 

 Hunston advocates restricting the term óto Sinclairôs use of it to refer to the 

discourse function of a unit of meaningô which cannot necessarily be precisely 

articulated and is not necessarily ónegativeô or ópositiveô (Hunston 2007: 266).  She 

also advocates the use of semantic preference, or attitudinal preference, to órefer to the 

frequent co-occurrence of a lexical item expressing a particular evaluative 

meaningô(ibid) . While Bednarek states that semantic prosody refers óto the complex 

attitudinal and/or functional meaning [her italics] of lexical itemsô and she believes 

that it is ócrucial to uphold [Sinclairôs] distinction between semantic preference and 

semantic prosodyô where semantic preference is associated with collocation ï 

semantic or negative and positive collocation (Bednarek 2008: 131, 132, 121).   

However, although both these linguists are adamant that Sinclairôs terminology should 

be the one that is utilised, others such as Stewart (2010) disagree.  Confusion still 

would appear to exist additionally confounded by Hoeyôs semantic association and his 

pragmatic association (Ellis et al 2009, Morley and Partington 2009).   

 Hoey (2005: 23) stresses that there would appear to be two accounts of 

semantic prosody in operation ï Louwôs and Sinclairôs ï and rather than opting for 

one or the other he introduces two new terms, semantic association and pragmatic 

association.  Semantic association is exactly the same as semantic preference, and 

pragmatic association, overlaps with, but is not the same as, semantic prosody (Hoey 

2005: 23, 157).  It occurs when there is an association of a word, or nested sequence 

with similar pragmatic meanings (Hoey 2005: 26). 

 Ellis et al (2009: 89) examines óthe psycholinguistic reality in language users 

of the phenomena of collocation and semantic prosodyô.  They define semantic 

prosody in a similar way to Louw ï tied to collocation (Louw 1993, 2000). They say 

it is óthe general tendency of certain words to co-occur with either negative or positive 

expressionô, but they use óa famous exampleô of Sinclairôs ï set in, in order to 

elucidate their point (Ellis et al 2009: 90). They also explain that Hoey classifies this 

as semantic association (ibid).  However, while Hoey would classify this as semantic 

association, he is at pains to point out that it is his semantic association and Sinclairôs 

semantic preference, not semantic prosody, that are interchangeable (Hoey 2005: 23).   
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 It is strange that Morley and Partington claim that ócorpus linguistics seem to 

be reaching a general agreement in appreciating the good-bad, positive-negative 

distinctionô as an integral part of evaluative/semantic/discourse prosody (Morley and 

Partington 2009: 143; see also Partington et al 2013: 58), as the evidence might 

suggest otherwise. They suggest that semantic prosody is a paradigmatic phenomenon 

that has a diachronic dimension.  It relates to the óinnate human needô, and possibly to 

that of other biological organisms, to evaluate things as good or bad (Morley and 

Partington 2009: 141).   They say that it is essential to survival (ibid).  It would appear 

to have an óextraordinary unifying explanatory power regarding the function of 

communicationô because it maintains evaluative harmony in text by co-selection of 

items (where item is either a single orthographic word or a multi-word unit) that have 

the same evaluative or attitudinal force (Morley and Partington 2009: 143, 145).  They 

say that semantic prosody is in the DNA of an item, is part of connotational meaning 

that is óexpressed over stretches of discourseô that is óshaped by semantic preferenceô; 

they say it can be viewed from three different perspectives ï lexical-priming, textual 

discourse, and statistical discourse; and they say it can be óswitched off or overridden 

or exploited by usersô (Morley and Partington 2009: 149, 151, 142, 146). 

Diachronically, they suggest that there is an interaction between items and semantic 

prosody that alters the ópriming instruction-suggestions of an itemô over time (Morley 

and Partington 2009: 151). 

 It is surprising how Morley and Partington portray the position Hoey takes 

with regard to lexical priming (Hoey 2005).  He states that semantic prosody overlaps 

with but is not the same as pragmatic association (Hoey 2005: 23).  This undermines 

both their claim that semantic prosodies can be óswitched off, overridden, or 

exploitedô and the claim for semantic prosodies to be part of the diachronic process of 

language change (Morley and Partington 2009: 146).  They support their arguments 

with lexical priming theory, but in so doing make claims for lexical priming that do 

not appear to be supported by Hoey. 

 Stewart proposes, contrary to Hunston and Bednarek, that ódiscourse prosodyô 

should be used óto denote the óSinclair interpretationô, and ósemantic prosodyô to 

denote the óLouw interpretationô (Stewart 2010: 162). He suggests that the confusion 

is such that  semantic prosody either ócan represent the reason for making the 

utteranceô or it is óan óauraô, óhaloô, óshadeô or óhueô of meaningô (Stewart 2010: 54).  

He argues that semantic prosody has emerged as a  

a phenomenon/feature/meaning which extends/stretches/ranges/is 

spread/is dispersed either (i) over/across a(n extended) unit of 

meaning/unit of language/discourse unit, or (ii) over /across more 

than one unit/several units. 

Stewart 2010: 51 

 
He questions the nature of the units under discussion and what might be intended by 

the metaphors such as stretching or spreading (ibid).  He is also concerned that the 

ótypical presentation of the concordanceô privileges the word not the unit of meaning  

suggesting that this is one of the greatest outstanding problems for semantic prosody: 

what is semantic prosodyôs relationship with the node/core (Stewart 2010: 121, 163)?  

This research will show that this is indeed the case. 

2.2.5 Core 

Semantic prosody and core are obligatory co-selection components of the lexical item, 

and collocation, colligation, semantic preference are considered to be optional 

(Sinclair 2004a:141).  All but the core are identified using concordance lines that have 

been generated around a node word or words, and as such are identified in association 
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with the node.  However it is not entirely clear how the core is to be identified in that 

it constitutes óthe evidence of the item as a wholeô (ibid).  Is the core and the node one 

and the same thing as some might suggest or are they different (see Stewart 2013: 

163, Xiao and McEnery 2006: 107)?   

 The node is the word or words that are fed into the computer software in order 

to generate a concordance for examination of KWIC.  This type of examination has, 

possibly, placed the node as central to the classification of the lexical item which, in 

turn may have unintentionally created óa hierarchical approach which regards the node 

as the centre of attention and the words associated with the node as being in a 

subordinate relationship to itô (Cheng et al 2006: 414).  This would suggest that the 

node is essentially part of the toolkit for identifying a lexical item and once the lexical 

item has been identified it becomes superfluous as the core is óthe evidence of the 

occurrence of the item as a wholeô (Sinclair 2004a: 141).  The core cannot include 

collocation, colligation, semantic preference or semantic prosody as it is a co-

component of these co-selection components.  It can include óone or more words that 

are either invariable or subject to certain grammatical variationsô (Sinclair 2003: 173).  

The variations that are permitted are grammatical inflection or ómembership of a 

specified grammatical class or a lexicalisation of this classô (ibid).    

In effect, it would appear that Sinclair might be suggesting that the core is an 

extension of the node allowing for variation of the inflection (plural, tense etc) and/or 

substitution of grammatical class words with the equivalent grammatical word or a 

lexical word.  However, he also states that whereas it was traditionally presumed that 

different forms of a lemma shared the same meaning ówe are now beginning to 

discover that in some cases, if they did not share the similar spelling, we might not 

wish to regard them as being instances of the same lemmaô (Sinclair 2004a: 17).  This 

seems to contradict the idea of the core allowing for variation of the inflection.   

In essence, by generating concordances of a particular node, a potential 

lexical item can be identified, but the node is not necessarily a fixed feature of the 

lexical item.  Having identified a potential lexical item, it is the semantic prosody that 

will identify subsequent forms of item, and thus identify the core which might include 

inflectional and grammatical variation. This would suggest that the node and the core 

do indeed have separate identities where the node is a feature of sequence and the core 

by the nature of its identification, order.   

  

In summary 

The main theoretical points that have further relevance to this research are 

summarised below  The chapters that follow describe the research I have undertaken 

and I discuss further these theoretical points in light of my research findings in 

Chapter 8. 

¶ Concordances allow the examination of language across the syntagmatic and 

paradigmatic axes simultaneously. 

¶ Sinclair states that the lexical item consists of five co-selection components, two 

obligatory and three optional.  The core and semantic prosody are obligatory, and 

collocation, colligation and semantic preference, optional. 

¶ The co-selection components go from sequence to order ï collocation to semantic 

prosody.  Sequence can be directly observed in the data, but order is a theoretical 

and its identification relies on the interpretation of the linguist. 

¶ Theoretical links between Carter (2004a), Pennycook (2010) and Wray (2008) 

have been suggested. 
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¶ For the purposes of this research two types of collocation have been identified ï 

pre-set collocation and co-selection collocation.  The former is a feature of the 

node, and the latter is identified as a co-selection component of a particular node. 

¶ Sinclair defines colligation as the co-occurrence of word classes and or the 

patterns associated with the node. 

¶ Sinclair suggests that semantic preference is the propensity for the node to be 

associated with a word or words that have the same meaning regardless of word 

class.  Other linguists have extended this to include topic ï the propensity for the 

node to be associated with semantic sets.  Additionally, it has also been suggested 

that collocation should be considered to be a sub-division of semantic preference. 

¶ Semantic prosody is problematical as there are two conflicting definitions.  One 

arising from Louw (1993) and the other Sinclair (2004). This research follows 

Sinclairôs definition that the semantic prosody of an item is the reason why the 

item was chosen. 

¶ It would appear that the core of the lexical item is a highly problematical premise. 
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Chapter 3 Come and Go 

the place to which one goes is a place where I am not [é].  The place to 

which one comes is a place where I am or where you are  

Fillmore 1966: 223 

This research incorporates both corpus-driven and corpus-based approaches.  

However the foundation of this research is a corpus-driven observation that I made 

when examining high frequency verbs in the BNC.  Corpus-driven research starts with 

minimal assumptions and develops new models from the findings extracted from the 

corpora, in contrast to corpus-based research which incorporates pre-existing 

hypotheses and often aims to validate established models of language (Mahlberg 

2005: 17, Teubert 2004: 112). The minimal assumption that this research is based on 

is that ófrequency data identifies patterns that must be explainedô (Biber et al 2004: 

376) so the occurrence of lexical verbs at a significantly higher frequency in spoken 

rather than written discourse would suggest that the patterns they occur in need to be 

further investigated using corpora.  

  

 

Verb Frequency/million Log Likelihood (G
2
) 

got 932 117320 

know 1233 104930 

think 916 71946 

mean 411 53431 

get 995 46650 

go 881 35449 

say 679 24125 

want 572 20109 

going 658 16769 

put 596 15152 

come 695 13389 

see 1186 13371 

thank 122 12397 

like 344 12162 

wan~ 26 9356 

look 433 9310 

let's 83 8097 

saying 180 6386 

talking 128 5463 

getting 203 4647 

  

Table 3.1: The G2  scores and overall frequencies in the BNC of the top 20 lexical verbs that 

are significantly more frequent in spoken rather than written language. 

 Word frequencies taken from the British National Corpus (BNC) (Leech et al 

2001) suggests that there are a large number of lexical verbs that are significantly 

more frequent in spoken rather than written language.when examined using óthe log-
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likelihood ratio or G
2
 statisticô (Leech et al 2001: 16).  Table 3.1 shows the top 20 

lexical verbs with the greatest significant difference. It should be noted that a G
2
 score 

of above 6.6 shows a significance of p<0.01, so the scores shown in the table are high. 

The top five lexical verbs with a greater significance in written rather than spoken are 

held - with a G
2 

score of 2381 and frequency of 276/million, became ï 2381 and 

304/million, made ï 2336 and 304/million, found ï 2304 and 487/million, and seemed 

ï 2144 and 238/million.  It is interesting that the significant differences are not as high 

as those associated with spoken language, and they are all past forms.  While I would 

suggest that each of the verbs, those significantly more frequent in spoken and those 

significantly more frequent in written, would warrant further investigation of the type 

undertaken here, I have chosen to examine the, often considered, complementary pair 

of verbs, come and go.   

 I had initially planned to examine know, think, mean, go, say, want, put, 

come, see and like.  I excluded get, got and going as get and got can be used to form 

the passive by functioning as an auxiliary verb (e.g. Biber et al 1999: 376, 475) and 

going to is a ócommon way of marking future time in conversation (and fictional 

dialog)ô (Biber et al 1999: 490).  I felt that in having established pre-existing 

grammatical functions they were not solely lexical verbs. As there would appear to be 

some question as to whether thank can be considered to be a stand-alone verb I 

decided to omit this verb from the investigation. Thank with you behaves 

ópragmatically and lexically as an analysable formulaô that is used predominately as 

an insert (Biber et al 1999: 1083).   

Table 3.2 shows the frequency of occurrence of each of the verbs in the 

spoken texts of each of the ICE corpora, and Table 3.3 shows the same in the written 

texts.  It should be noted that as the ICE corpora all contain the same number of words 

there is no need to normalise the data for comparison purposes.  

Table 3.4 gives ólog-likelihood ratio or G
2
 statisticô (Leech et al 2001: 16) 

which indicates the significance of the difference between the frequencies of the verbs 

in the spoken compared to written components of each ICE corpora.  It should be 

noted that the statistic is influenced by the size of the corpora so direct comparisons 

with the BNC cannot be made.  However the results do show that, as with the BNC, 

all the verbs have a significantly higher frequency in the spoken component in 

comparison to the written component in all the ICE corpora. 

 

 

 

 ICE-Can ICE-GB ICE-India ICE-Jam 

know 4751 2525 2307 4127 

think 1982 2443 1558 1800 

mean 1102 1638 683 799 

go 1441 996 1089 1456 

say 927 1047 1266 1460 

want 1149 738 613 1022 

put 626 516 386 409 

come 615 674 1059 1078 

see 927 1142 1552 1112 

like 3683 1742 2003 2454 

 

Table 3.2: Frequency of verb-forms in the spoken ICE corpora. 
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 ICE-Can ICE-GB ICE-India ICE-Jam 

know 258 308 223 340 

think 226 206 85 152 

mean 70 77 64 86 

go 275 230 251 238 

say 211 204 142 159 

want 176 145 107 132 

put 147 168 111 171 

come 216 226 253 253 

see 361 442 195 357 

like 602 464 609 405 

 

Table 3.3: Frequency of verb-forms in the written ICE corpora. 

 

 

 ICE-Can ICE-GB ICE-India ICE-Jam 

know 3293.72 1195.97 1256.63 2434.64 

think 980.79 1425.58 718,74 1049.65 

mean 723.89 1186.17 378.20 409.57 

go 465.75 255.41 279.98 548.62 

say 242.40 330.81 632.94 743.17 

want 458.32 231.02 217.14 465.34 

put 156.87 72.43 69.86 27.78 

come 71.86 88.36 259.00 270.34 

see 80.51 101.13 720.44 161.07 

like 1387.80 360.50 325.46 916.60 

 

Table 3.4: Log-likelihood ratio spoken in comparison to written of the verb-forms 

 

As my research progressed it soon became apparent that if I wanted to 

examine the verbs, and their corresponding n-grams at the delicacy I wanted to 

achieve I would need to choose to examine either one of the higher frequency verbs, 

or two lower frequency verbs from the list.  It seemed to me that it would be better to 

examine two verbs rather than one, so, as come and go could be considered to be a 

pair and are often taken together, I chose to continue my research with them. 

 Come and go are often considered to be complementary as they can be 

considered to be       

óthe two central verbs of motion [é in that] they are the most general, 

the least explicit, and, from a certain point of view, the most 

distinctive; the least explicit in the sense that their meanings can be 

stated without reference to the character of the movement [é]; the 

most distinctive in the sense that their meanings cannot be stated 

without reference to the direction of the movement 

Behre 1973: 11.     
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 The generality of come and go allows them to combine with particles to create 

multi-word verbs that óbehave to some extent either lexically or syntactically as a 

single verbô where óa single meaning selection straddles a major structural boundaryô 

(Quirk et al 1985: 1163, Sinclair 2004a: 26).  For example, in terms of this research 

this could be re-expressed as come and go have collocates that when examined 

together exhibit distinctive colligations, semantic preferences and semantic prosodies.  

In the BNC the 20 most prolific verbs that include come and go combine with óeight 

particles (out, up, on, back, down, in, over, and off) ï a total of 160 combinationsô to 

create more than half (50.4%) of the multi-word verbs found by using tagging 

software that identifies AVP (adverb or prepositional-adverb) particles (Gardner and 

Davies 2007: 249, 349, 342). 

 The distinctiveness of come and go allows them to play a part in the ódeictic 

anchorageô of the utterance (Fillmore 1971/5: 222) where the ótripartite relationship 

between the linguistic system, the encoderôs subjectivity and contextual factors is 

foregrounded grammatically or lexicallyô (Green 1995: 11).  I would argue that the 

deictic role of come and go can be seen in terms of the co-selection components of the 

lexical item.  Deictically, come typically indicates movement ófrom the listenerôs 

location to the speakerôs location or vice versaô, movement from a third-party location 

to either the listenerôs or speakerôs location, or movement accompanying either the 

speaker or listener to a location (Carter and McCarthy 2006: 69, 70).  From a lexical 

item perspective, the locations specific and non-specific (third-party) to the 

participants are the semantic preferences, and the movement associated with the 

participants or towards their location, the semantic prosody.  Likewise, if 

deictically go is typically an indication of movement from either the speakerôs or the 

listenerôs location to a third-party location (ibid), then again the semantic preferences 

are the locations that are specific and non-specific to the participants, and the 

semantic prosody the movement from specific location towards a non-specific 

location.  In other words the semantic prosody identifies the deictic centre ï where 

the utterance is anchored. However, deictically when the movement involves only 

third-parties, either word may be used ódepending on whether the speaker sees things 

from the agentôs or the recipientôs viewpointô (ibid).  In this case, the semantic 

preferences are the locations specific and non-specific to the agent and recipient, 

and the semantic prosody, by indicating the direction of movement, identifies whether 

it is from the agentôs or the recipientôs perspective.   

 In Sections 3.1 and 3.2, I describe the traditional approach to multi-word 

verbs and to deixis, as well as giving an overview of deictic shift theory ï where the 

deictic centre is shifted from the perspective of the speaker to another perspective 

within a narrative world.  However, as I have explained above and re-iterate in the 

summary that ends that chapter, I would argue that both can be easily described in 

terms of the co-selection components of the lexical item.   I would suggest that there 

is an advantage in describing both multi-word verbs and deixis with the same 

categories as it gives an inclusive rather than exclusive description of the 

machinations of language.   In more traditional linguistic descriptions, deixis tends to 

be considered as an additional rather than integral phenomenon.  

3.1 Multi -word verbs 

Multi-word verbs can be grouped according to the particles associated with the verbs.  

There is the phrasal verb (verb + adverbial, e.g. come back) ï transitive and/or 

intransitive, the prepositional verb (verb + preposition, e.g. go into), or phrasal-

prepositional verb (verb + adverbial + preposition, e.g. come up with) (Quirk 1985: 

1161, Biber et al 1999: 403, Carter and McCarthy 2006: 431), and there are multi-

word constructions that include nouns and adjectives, such as óto give rise toô, óto be a 
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match forô, óto be fond ofô and óto steer clear ofô (Bolinger 1971: 5, Biber et al 1999: 

403).  Bolinger (1971) suggests another category of particle, the adprep, which I 

believe to be relevant to this research.  These are óparticles that oscillate between 

preposition and adverbô (Bolinger 1971: 26). Adpreps are adverbs and prepositions at 

one and the same time: they are ócollapsed compoundô prepositions (Bolinger 1971: 

28).  It has two connections: the first with the verb where it is split from the 

prepositional object, and the second with the prepositional object where it is now split 

from the verb (ibid). 

 In contrast to free combinations, where the lexical verb and the particle have a 

separate grammatical and semantic status, these multi-word verbs are identified using 

both structural and/or semantic criteria (Biber et al 1999: 403).  However, it can be 

difficult to ómake an absolute distinction between free combinations and [é] multi-

word verbsô, thus it is better to consider them as on a cline from relatively free to 

relatively fixed (ibid) and presume that all verb + particles combinations are potential 

multi-word verbs until proven otherwise (Darwin and Grey 1999: 75).  Additionally, 

some that function as multi-word verbs can also function as prepositional verbs, as 

well as free combinations (Biber et al 1999: 408). 

 Semantically, while the meaning of the multi-word verbs is different from the 

independent meanings of each word of the group, each word contributes ósomething 

recognizable to the meaning of the wholeô (Sinclair 2004a: 20): in a sense, they have 

been re-lexalised as a single unit.  Often a multi-word verb can be identified by 

replacing the combination with a single word verb, but sometimes, especially in 

informal situations, this can sound like a pretentious circumlocution (Darwin and 

Grey 1999: 66).  

 Structurally, there are a number of ñtestsò that can be undertaken to identify 

the different types of multi-word verb combinations, but none are can be considered 

watertight.    For example, one should be able to passivise transitive phrasal verbs but 

where the particles are adpreps it allows nearly all combinations with go, but, 

excludes nearly all combinations with come, for example  

¶ he will go into the subject carefully*
2
/the subject will be gone into carefully* 

¶ he will come into a fortune*/a fortune will be come into
3
*  

(adapted from Bolinger 1971: 7)  

 

There would appear to be a lack of agreement about what verb + particle 

combinations should or should not be included, in that multi-word verbs that are 

included by one scholar may easily be excluded by another (Darwin and Grey 1999: 

75). This research will not seek to classify multi-word verbs associated with come and 

go, but it will discuss them in terms of the co-selection components of the lexical item 

3.2 Deixis 

While come and go are mainly discussed in terms of spatial deixis, this research 

would suggest that there is some evidence that they are also used in temporal deixis 

and discourse deixis.  In addition, there is evidence that, in live radio sports reporting, 

there are shifts in the deictic centres (also know as origos or zero-points) akin to that 

identified in deictic shift theory (e.g. Stockwell 2002, Tsur 2008, Segal 1995/2009, 

Zubin and Hewitt 1995/2009, MacIntyre 2007).  I begin this section with a description 

of deixis and I follow with an overview of deictic shift theory.  This research will, due 

                                                      

2
 * denotes examples invented not taken from óusedô language  

3
 crossing out denotes examples that are normally considered unacceptable 
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to space and time constraints, seek only to show that there is evidence of deictic shift 

occurring across all Englishes examined within the live radio sports reporting medium 

ï further research will be needed to study this phenomenon in depth. 

 Deixis is primarily that feature of language that anchors meaning to the 

context of the spoken utterance.  The deictic terms óare interpreted in relation to where 
the speaker is situatedô, and the location of the speaker is known as the deictic centre 

(McIntyre 2007: 123).  However, it is has also been argued that this can be extended 

into the written language, applying óequally well in literary or fictional situationsô 

(Stockwell 2002: 43).  The core types of deixis are time deixis ï óto the time of 

utterance, and to the times before and after the time of utteranceô; place deixis óto the 

location of the speaker at the time of utteranceô; and, person deixis - óto the identity of 

the speaker and the intended audienceô (Fillmore 1966: 220).  Other deixis categories 

are also recognised such as referential, syntactic and origo-deixis: ódeictics whose 

function is to referô such as pronouns and the definite article; deictics related to 

óparticipant voiceô; and, deictics that operate ówithin a certain syntactic frameô (Green 

1995: 21).  Or, there are social and empathetic deixis ï the former indicating the 

closeness or lack of closeness of relationship between the participants, and the latter 

the psychological closeness or lack of closeness (MacIntyre 2007: 123-124).  There is 

also discourse, or, in relation to written texts, textual deixis (Fillmore 1971/5: 259, 

Stockwell 2002: 46).  Discourse/textual deixis is used to óindicate or otherwise refer to 

some portion or aspect of the ongoing discourseô (Fillmore 1971/5: 289), they are 

used to indicate to the listener/reader what has or is going to occur such as, in written 

texts, óexplicit ósignpostingô such as chapter titles and paragraphingô (Stockwell 2002: 

46).    

 Basically deictic terms place the speaker at a deictic centre within the context 

of the exchange.  However, when one extends this to literary or fictional situations it 

can be argued that there is a shift of the deictic centre.  The deictic co-ordinates are 

not interpreted with reference to the speaker, but they are interpreted with reference 

óto a deictic centre somewhere within the fictional worldô in that we are projecting óa 

deictic centre that is different to our ownô (MacIntyre 2007: 124).   

 Deictic Shift Theory emerged from the interdisciplinary work undertaken into 

cognitive science into deictic approach to narrative (Duchan et al 1995/2009: xii-xiii).  

The theory suggests that a reader interprets a text by taking óa cognitive stance within 

the world of the narrativeô (Segal 1995/2009: 14).  The deictic centre shifts from the 

óreal-world situationô ï the here and now ï of the reader and/or author to a particular 

location within the narrative that is indicated by the use of deictic terms (ibid).  In 

cognitive terms, óthe reader tracks the shifted deixis in the textô as if they had been 

placed in the centre, with the deictic centre of the teller fading into the background: 

óthe deictic structure presupposes its own story world, and not the current interactional 

context of the teller and audienceô (Zubin and Hewitt 1995/2009: 131).  The readers 

are seeing things ófrom the perspective of the character or narrator inside the text-

worldô (Stockwell 2002: 47).  Frequently, in the process of reading a number of 

deictic centre shifts will be required to interpret the narrative (MacIntyre 2007: 124), 

and this depends on deictic shift cues within the text, such as óspatial and temporal 

locative expressionsô (Stockwell 2002: 49).   This research will suggest that the deictic 

shift can also be seen in live sports reporting. 

In summary 

In the following, I summarise the points pertinent to this research in this chapter. I 

further analyse the frequencies of the come and go in Chapter 5, and multi-word 

verbs, deixis and deictic shift are all identified in terms of the co-selection 

components in Chapter 6. 
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¶ Come and go are among a small selection of verbs that occur at a significant 

higher frequency in spoken language in comparison to written language. 

¶ Come and go are considered to be complementary in that they are both distinctive 

but also general. 

¶ They are general in that the combine with particles to create new verbs. 

¶ They are distinctive in that they play a major role in identifying the deictic centre 

of an utterance. 

¶ Deixis can be seen in terms of the co-selection components of the lexical item. 

¶ In literature or fictional situations there is often a shift in the deictic centre to a 

location within the narrative. 
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Chapter 4 The Corpora 

The complexity of the written language is its density of substance, solid like 

that of a diamond formed under pressure.  By contrast, the complexity of 

spoken language is its intricacy of movement, liquid like that of a rapidly 

running river 

Halliday 1985: 87 

  

To begin with, English is an international language in the Commonwealth, 

the Colonies and in America.  International in the sense that English serves 

the American way of life and might be called American, it serves the Indian 

way of life and has recently been declared an Indian language within the 

framework of the federal constitution.  In another sense, it is international 

not only in Europe but in Asia and Africa, and serves various African ways 

of life and is increasingly the all-Asian language of politics.  Secondly, and 

I say ósecondlyô advisedly, English is the key to what is described in a 

common clich® as óthe British way of lifeô  

Firth 1968: 97  

 

The corpora that make up the ICE corpora are unique in that they have a larger 

proportion of spoken language than written language ï a ratio of 3:2 ï that has been 

collected to a common, and thus comparable, design.   The corpora are parallel 

corpora with the texts comprising the same categories containing the same amounts of 

language.  I begin the chapter by contrasting spoken and written language ï the 

difference, the capture of spoken language in what, essentially, is the written medium, 

and the grammars of spoken language.   I end the chapter with an account of the ICE 

corpora. I first describe the history behind the project to amass a collection of World 

Englishes, and then I explain why I have chosen the particular ICE corpora for this 

research.  I continue by describing their constituent parts and I argue for viewing these 

subdivisions as colonies rather than registers or genres.  I end by outlining how I 

prepared the ICE corpora for the research. 

4.1 Spoken v. written language 

 Writing evolved from speech as óa very far fetched and derivative function of 

languageô (Malinowski 1923: 312).  Writing evolved as a result of societies requiring 

more than just a spoken record: a record that could be consulted that was other than 

ópeopleôs first-person experiencesô; a record that was ódislocated from the reality to 

which it referredô; a record that was authoritative óbecause only those in charge could 

command the arcane art of writingô (Teubert 2010: 152). Writing has a social prestige 

as it is óassociated with learning, religion, government and tradeô, but ówriting is 

unnatural in the sense that it must be deliberately taught and learnedô (Halliday 1985: 

vii, Chafe 2006: 56).  Speech came first, by many millennia, and speech comes first in 

the life of an individual, but linguistic theory evolved from the written word not the 

spoken word (Halliday 1985: vii).  There is still a requirement to convert the spoken 

word into the written word in order to investigate language.  This requirement would 

appear to have created óa mismatch between linguistic theory which recognizes 

speaking as primary to writing and much linguistic practice which, in effect, is biased 

toward the written varietyô (Rühlemann 2006: 405).  
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 Corpus linguists currently study spoken language through the medium of the 

written word.  This can be enhanced with annotation, such as phonetic or prosodic 

information, and, with the advent of multi-modal corpora, a video or a sound track can 

be sequenced with the transcription.  It is nevertheless the transcript, with or without 

enhancement, which is at the heart of any investigation.  No enhancement can replace 

the actuality of being present at the exchange: the physical surroundings, the 

circumstances leading to the exchange, the behaviour of the individuals ï their facial 

expressions and gestures, the relationships involved, are all, to varying extents, lost to 

the researcher (Teubert 2010: 150).  It is impossible in principle to separate what is 

said from the setting in which it takes place, [éthus] no annotation system can do 

justice to the non-linguistic extensions of the discourseô (Teubert 2010: 167). 

 The linguist must accept that the empirical investigation of spoken discourse 

is, at present, an investigation of an orthographic representation of the spoken 

discourse and not óhow texts are meant by their speakers or how they are understood 

by their hearersô (Teubert 2010: 167).  As Wittgenstein cautions, any claim of 

knowing what is meant by speakers and what is understood by hearers is mistaken.  

He points out that óthe essential thing about private experience is really not that each 

person possesses his own specimen, but that nobody knows whether other people also 

have this or something elseô (Wittgenstein 2009: 102).  However, while the óthe 

transcribed record of spoken text cannot capture the experience of its regular useô 

Widdowson 2004: 10), the orthographic traces of the discourse can show us, not óin 

abstract terms but in an infinity of examplesô the types of linguistic behaviours in 

which discourse communities participate ï how communities negotiate meaning in the 

here-and-now (Teubert 2010: 170). 

 The traditional approach to linguistic modelling posits a 

hierarchical/constituent structure ï a structure which derives ófrom an act of 

abstraction away from potential useô (Brazil 1995: 241) which normally takes as its 

starting point the sentence or clause, and is informed by written language.  The advent 

of spoken corpora has produced spoken language performance grammars ï óthe 

abstracting or modelling grammar by the interaction of data and theoryô (Leech 2000: 

687) ï that are based on this traditional approach, but it has also led to the 

development of a different type of grammar ï linear grammars.  Linear grammars are 

grammars that entertain óthe possibility [é] that the rule systems purposeful speakers 

habitually work with are of a different kind from those that they find in sentence 

grammarsô (Brazil 1995: 13): grammars that are based on the óunremarkable fact that 

the events that comprise [é] discourse occur one after anotherô (Brazil 1995: 6).  

Both Brazilôs (1995) Grammar of Spoken English and Sinclair and Mauranenôs (2006) 

Linear Unit Grammar (LUG) are such grammars.  

 Initially spoken grammars were divided into those that are advocating a 

ótotally different model from those traditionally applied to written languageô 

(Approach A), and those whose approach is óholisticô using óthe same framework of 

categories, structures, and rules for both spoken and written grammarô (Approach B) 

(Leech 2000: 688, 689).   The former included both the linear grammar approach 

suggested by Brazil (1995) and the work of óCarter, Hughes and McCarthy at 

Nottinghamô (Leech 2000: 688); the latter were órepresented by Biber et al (1999)ô 

(Leech 2000: 689).  Although there are differences in the approaches taken by Biber 

et al (1999) and that of Carter and McCarthy (2006), both the grammars impose a 

hierarchy and are orientated to the clause, in comparison to the linearity of Brazilôs 

(1995) grammar and the more recent LUG (Sinclair and Mauranen 2006).  I would, 

therefore, suggest that the approaches to spoken grammar could be re-divided 

accordingly into the more traditional hierarchical constituent-within-constituent and 

the linear increment-by-increment approach.   

 Biber et al (1999) describe the grammar of spoken language in terms of 

traditional written grammar while Carter and McCarthy (2006) describe spoken 

language in its own terms.  óThe descriptive framework and terminologyô of Biber et 
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al óclosely followsô Quirk et al (1985), so that the categories and terms used óare 

familiar and unobjectionable to the widest range of grammar users:  the ósame 

ñgrammar of Englishò can be applied to both spoken and written languageô(Biber et al 

1999: 7, 1038). Carter and McCarthy, on the other hand, suggest that such a 

descriptive framework and terminology that is based on written grammars can mean 

that óappropriate terms for describing particular features of spoken grammar are not 

availableô and ówhat may be considered ñnon-standardò in writing may well be 

ñstandardò in speechô (Carter and McCarthy 2006: 9, 12).  As Rühlemann argues 

those terminologies based on written language are loaded ówith value judgementsô, 

and ónew terms and conceptsô should be used that óadequately reflect the conditions 

and constraints which structure speech in interactionô (R¿hlemann 2006: 404). 

 For example, both Biber et al (1999) and Carter and McCarthy (2006) 

identify situational ellipsis as a feature of spoken language. In seeing it in terms of 

written language, Biber et al states that it occurs because speakers drop ówords with 

contextually low information valueô, which suggests that in a ómore orthodox sentence 

grammarô these words would still be there (Biber et al 1999: 1104, 1074).  However, 

according to Carter and McCarthy (2006) ellipsis is as an integral part of spoken 

language.  When any ellipsis occurs ónothing is ñmissingò from [the message as it 

contains] enough for the purposes of communicationô so, in terms of situational 

ellipsis, the speaker does not need to explicitly refer óto people and things which are in 

the immediate situationô (Carter and McCarthy 2006: 181).  As Hughes suggests  

In the spoken channel language users can afford to be extremely 

economical in the way they construct utterances.  Indeed, were they 

to express their ideas in the full forms [é], they would sound like 

non-native speakers who tend to cling to full sentences as being 

ócorrectô when their communication would be improved by using less 

complete clauses  

Hughes 1996: 14 

 Where applicable, this research will employ that terminology that strives to 

avoid value judgments.  However, terminology aside, what is common to both these 

grammars is that spoken language is typically face-to-face, relying on deictic terms 

and shared knowledge; it is typically interactive, using, for example, questions, 

discourse markers and vocatives; it reflects the interpersonal, expressing politeness, 

emotion and attitude; and it takes place in real time employing such features as filled 

pauses and repetitions and re-castings (Biber et al 1999: 1043-1062; Carter and 

McCarthy 2006: 164-175).  Also, and this is integral to this research as the two 

registers are being examined by means of the same structural model, óspoken 

language and written language are not sharply divided but exist on a continuumô 

(Carter and McCarthy 2006: 164).  

 The linear grammars, Brazilôs (1995) and Sinclair and Mauranenôs (2006), 

also emphasise the real time constraints and the interactivity of spoken language.  The 

grammars are interrelated.  As Sinclair and Mauranen developed LUG, they ófelt 

themselves moving ever closer toô Brazilôs position (Sinclair and Mauranen 2006: 

viii).    To them, speech is a purposeful activity that takes place one word after another 

unfolding in time; and, it is interactive, with óthe communicative value of any item 

[é] negotiated between participantsô (Brazil 1995: 4, 6, 34; Sinclair and Mauranen 

2006: 27).  

 I would suggest that there can be no doubt that the advent of corpora of 

spoken language has shown that to solely model language using only written language 

is mistaken.  Whether from a hierarchical or from a linear perspective, the 

investigation of spoken corpora has uncovered and continues to uncover new features 

of language.  This is why the spoken components of the ICE corpora are such a 

valuable assets for linguistic research.     
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4.2 The International Corpus of English 

 The ICE-project was the brainchild of the late Sidney Greenbaum.  He 

envisaged a collection of representative corpora of different ñWorld Englishesò.  The 

term embodies the pluricentric position that there are different Englishes that deserve 

óconsideration and recognition as autonomous or semi-autonomous varieties of the 

languageô rather than the monocentric position that there is only the one English ówith 

all its geographical and social varietiesô (Bolton 2009: 241). These World Englishes 

are óessentially displaced and discontinuous encodingsô that are óglobally scattered 

[é] and unique to our timeô: they are something other than dialects ï ósomething less 

dependantô (Widdowson 2003: 52).   

 The project arose from the initial desire to compare spoken British English 

and American English because the only existing available parallel corpora, the 

American Brown Corpus and the British Lancaster-Oslo/Bergen Corpus, contained 

only printed material (Greenbaum 1991: 83). The ICE corpora were loosely based on 

these two previous corpora, each having been collected from material produced in 

1961 and consisting of 500 texts of 2,000 words each (Nelson 2009:  737).  It was 

agreed that countries where English was used not only as the first language, but as an 

official additional language should be invited to participate (Greenbaum 1991: 84).  It 

was also felt that the value of the enterprise would be considerably enhanced if the 

spoken also had a matching written component collected over the same time period as 

this would allow comparison ówithin each national variety and across national 

varietiesô (ibid).  By doing this they also hoped to show that óa common grammatical 

ñcoreò unites all varietiesô (Nelson 2009: 740).  There was at the time of conception a 

minimum expectation óthat the whole of the ICE [would] be computerised and 

concordanced for lexical strings by the end of 1995ô (Greenbaum 1991: 90). 

 While there are, at the time of writing, 26 research teams worldwide who 

have either prepared or are preparing ICE corpora, when this research began in 2010 

there were only 9 ICE corpora available for research purposes
4
.  These were ICE-

Canada, -Jamaica, -India, -Singapore, -Ireland, -East Africa, -Hong Kong, -

Philippines and ïGreat Britain (GB).  As with all corpus research (see Chapter 5 for 

further discussion) there is a balance between having too much data, and having too 

little.  In order to try and achieve that balance I decided to choose four of the ICE 

corpora which are, as stated earlier, ICE-Canada, -GB, -India and Jamaica.  The 

selection is based on their classification according to Schneiderôs five-stage óDynamic 

Model of the evolution of Postcolonial Englishesô (Schneider 2007).  In order to have 

as broad a selection as possible I have chosen varieties from different stages of 

evolution plus ICE-GB.  ICE-India is between stages 3 and 4; ICE-Jamaica, stages 4 

and 5; and ICE-Canada is at stage 5, as is ICE-GB. 

   Schneider (2007: 12-14) identifies two previous models that have categorised 

the different varieties of World Englishes: the first distinguishes English as a native 

language, as a second language, and as a foreign language.  The second separates 

English into those varieties that belong to the Inner Circle ï óthe traditional cultural 

and linguistic bases of Englishô, Outer Circle ï óthe institutionalised non-native 

varietiesô, and Expanding Circle ï óvarieties that lack official status and are typically 

restricted in their usesô (Kachru 1992: 356).  Schneider suggests that both of these 

models are problematic in that they are ósuperficial and fuzzyô when óestablishing 

categories of linguistic description and classificationô (Schneider 2007: 13).  While 

both models have criteria for categorization they do not óconvincingly [é] fit 

problematic cases [é] and neither one has attempted to list all countries in a given 

category exhaustivelyô (Schneider 2007: 13).  Instead Schneider proposes the 

                                                      

4
 this information, and the following information not specifically referenced, is taken 

from http://ice-corpora.net, last accessed 30 July 2014. 
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óDynamic Model of the Evolution of Postcolonial Englishesô which argues for the 

emergence of postcolonial Englishes as a five-stage evolutionary progression from 

foundation (stage 1), through exonormative stabilization (stage 2), nativization (stage 

3), endonormative stabilization (stage 4), to differentiation (stage 5). The 

characteristics of each stage are distinguished along four constitutive parameters: the 

extra-linguistic background ï historical events leading to the socio-political situation; 

identity constructions resulting from this; sociolinguistic conditions ï contact, 

attitudes to language, specific language usages etc.; and, the structural realisation of 

these in the grammar, lexis and phonology (Schneider 2007: 31, 33; see Schneider 

2007: 56 for a detailed description of each stage of the evolutionary process). 

 Each ICE corpus consists of approximately 1 million words divided into 300 

spoken and 200 written texts of 2,000 words each.  The texts for the original ICE 

corpora were collected over a three year period in the early 1990s (Greenbaum 1991: 

86).  The spoken and written texts are sub-divided into different categories as 

indicated in Table 4.1 below.  The number of texts in each category is indicated in 

brackets; for example, there are 180 dialogues of which 80 are public, and of those 80, 

10 are broadcast interviews.   The authors or speakers are over 18, were born (or 

moved to) the country and educated in the particular English variety at a minimum of 

secondary school level (ibid).  However, it was recognised that there would be a need 

to be flexible and óothers whose public status [é] make their inclusion appropriate 

would also be admittedô (ibid).  A variety of age groups are represented as well as 

both sexes but this does not necessarily equate to the language use in the whole 

population (ibid). The spoken material is transcribed orthographically but there are 

recordings available of the material to allow other transcription protocols to be used 

(ibid).    

 

 

SPOKEN (300)  

Dialogues (180)  

Private  

(100) 

Face-to-face conversations (90)  

Phonecalls (10)  

Public  

(80)  

 

Classroom Lessons (20)  

Broadcast Discussions (20)  

Broadcast Interviews (10)  

Parliamentary Debates (10)  

Legal cross-examinations (10)  

Business Transactions (10)  

Monologues (120)  

Unscripted  

(70) 

  

Spontaneous commentaries (20)  

Unscripted Speeches (30)  

Demonstrations (10)  

Legal Presentations (10)  

Scripted  

(50)  

 

Broadcast News (20)  

Broadcast Talks (20)  

Non-broadcast Talks (10)  

WRITTEN  

(200)  

Non-printed (50)  

Student Writing  

(20)  

Student Essays (10)  

Exam Scripts (10)  

Letters  

(30)  

Social Letters (15)  

Business Letters (15)  

Printed  

(150)  

Academic writing  

(40)  

Humanities (10)  

Social Sciences (10)  

Natural Sciences (10)  

Technology (10)  

Popular writing 

(40)  

Humanities (10)  

Social Sciences (10)  

Natural Sciences (10)  

Technology (10)  

Reportage  

(20)  
Press news reports (20)  

Instructional writing  

(20)  

Administrative Writing (10)  

Skills/hobbies (10)  

Persuasive writing  

(10)  
Press editorials (10)  

Creative writing 

(20)  
Novels & short stories (20)  

 

Table 4.1: The number of texts in each category of the ICE corpora. 
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 I will now discuss register and genre in relation to corpora, and the 

subdivisions of corpora.  Different linguists have different opinions as to what is 

constituted by and what the parameters are of these two terms: Biber (1988: 22, 13) 

suggests that registers and genres óare similar (or different) to differing extents with 

respect to each dimensionô where a dimension is a óstrong co-occurrence patterns of 

linguistic featuresô; Thompson (2004: 40, 42) describes register as the óuse of certain 

recognizable configurations of linguistic resources in certain contextsô, and genre óas 

register plus purposeô; and, Freadman (2012: 660) argues ógenre is destabilized by 

uptakeô as óas no discursive event is a pure example of any genreô. 

In addition how does one, especially with spoken dialogue, decide on the 

register/genre? As Adolphs states  

it is important to identify external categories for grouping transcripts 

in a corpus, especially where levels of formality and other functions 

are concerned which need to be judged against the wider context of 

the encounter.  This process tends to be much more straightforward 

when dealing with written texts, as many of genres that are used for 

written corpus analysis are well established, such as fiction versus 

non-fiction, letters versus e-mails etc.  it can often cover a number of 

themes in one dialogue  

 Adolphs 2008: 6 

And when it comes to subdividing corpora, is spoken-scripted (monologue) just 

written that is being read or is it spoken language?  In the ICE corpora it is considered 

to be part of the spoken component but the frequencies of the come- and go-grams 

would suggest that it is actually written-to-be-read and would fit better with the 

written component (see Chapter 5).   

In order to address these concerns, I would like to propose that instead of 

trying to allocate parts of corpora to specific registers/genres that they should be 

regarded as members of colony levels of the specific corpus or corpora under 

investigation (Hoey 2001: 72-92).  Hoey identifies a group of text ï óCinderellaô texts 

ï that are neglected óin most text theoriesô which include óshopping lists to statutes, 

bibliographies to Biblesô (Hoey 2001: 73).  He suggests that these texts ómight be 

characterised as coloniesô and then proceeds to define the properties of these colonies 

(Hoey 2001: 75). 

 

I. The meaning is not derived from the sequence of the constituent parts.  

For example no meaning can be derived from the sequence of entries in a 

dictionary. 

II.  Constituent parts that are adjacent cannot be considered to be continuous 

prose 

III.  There is some sort of óframing contextô in which the constituent parts are 

organised.  In a dictionary this would normally be some pages of 

explanation of terms, organisation etc. 

IV.  There is no single identifiable writer. 

V. Each constituent part can be used without reference to any other part.   

VI.  Each constituent part can be óreprinted or reused in subsequent worksô. 

VII.  Constituent parts can be óadded, removed or alteredô. 

VIII.  Many of the constituent parts óserve the same functionô. 

IX.  The constituent parts can be alphabetically, numerically or temporally 

sequenced.  

(adapted from Hoey 2001: 88) 

 

If one were to consider each text segment of a corpus to be the equivalent of a 

constituent part such as an entry in a dictionary, a corpus would appear to exhibit the 



48 

same type of properties as that of a colony.  Meaning is not derived from sequence; 

adjacent texts are not continuous prose; a corpus normally (and it is best practice that 

it does) has some form of meta-data (headers, manual etc) supplied as a framing 

context; there is normally no single writer ï although sometimes in, say, a corpus of 

Shakespeareôs plays there is a single writer but it is not a single work; the texts can be 

used in isolation, can be reprinted or re-used, and they can be added, removed or 

altered; the texts serve the same function in that they are being used to examine 

specific nuances of language or discourse; and, they can be sequenced alphabetically, 

numerically or temporally.  In terms of the ICE corpora, each of them could be 

considered to be a colony.  However, this alone does not necessarily help solve the 

problem of categorising the subdivisions of corpora in a way that avoids the potential 

quagmire of definition by register and/or genre.   

 In order to address this, I would suggest that each subdivision of a corpus 

could also be considered to be a corpus and so, in a sense, the subdivisions come 

together to create a larger corpus.  The ICE corpora can be divided into the spoken 

sections and the written sections and each section can be considered to be 

representative, accordingly, of the spoken variety and the written variety of a 

particular World English, but taken together they are representative of the World 

English as a whole.  If the main corpus ï for example, ICE-GB, -India etc ï is 

delineated as the colony level 1, and each time the corpus is subdivided it becomes 

another level ï level 2, level 3 etc, the subdivisions can now be categorised without 

having to refer to register or genre.  Using this system, a corpus can be subdivided in 

different ways that are dictated by the research parameters; for example if age and/or 

gender are the main interest of the researcher, it would have been possible to sub 

divide the ICE corpora on this basis.   

 This research uses the ócommon designô subdivisions of the ICE corpora as 

colonies. The colonies are grouped as in Table 4.2 with the colonies specific to speech 

shown in red, and those under investigation in this research bold type.  

 
Colonies  

Level 1 ICE-GB, -India, -Canada, -Jamaica 

Level 2 spoken, written 

Level 3 dialogue, monologue, non-printed, printed  

Level 4 private, public, unscripted, scripted,  non-professional writing, 

correspondence, academic writing, non-academic writing, reportage, 

instructional writing, persuasive writing, creative writing 

Level 5 direct conversation, telephone calls, class lessons, broadcast 

discussions, broadcast interviews, parliamentary debates, legal cross-

examinations, business transactions, spontaneous commentaries, 

unscripted speeches, demonstrations, legal presentations, broadcast 

news, broadcast talks, non-broadcast talks, student essays, examination 

scripts, social letters, business letters, academic-humanities, -social 

sciences, -natural sciences, -technology, non-academic-humanities, -

social sciences, -natural sciences, -technology, press news reports, 

administrative writing, skills and hobbies, press editorials, novels and 

stories 

 

Table 4.2: Colony levels and contents in the ICE corpora. 

 

 It should be noted that, in using this approach, the spoken data is examined at 

Colony Level 4 (private, public, unscripted and scripted), and the written at Level 3 

(non-printed and printed), thus the spoken data is being examined more delicately 

than the written.  As the focus of the research tends towards the spoken rather than the 

written data because the spoken component has more instances of come and go and 

come- and go-grams, I am of the opinion that this is not necessarily a problem.  
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However, the quantitative data would suggest that there is a difference in the 

frequencies between the non-printed and printed so a more delicate investigation 

(non-professional writing, correspondence, academic writing, non-academic writing, 

reportage, instructional writing, persuasive writing, and creative writing) could be of 

additional benefit.  

 The ICE corpora selected for this research are all annotated with textual 

markup, but ICE-GB is additionally annotated with word class tagging and syntactic 

parsing. ICE-GB also has dedicated software ICE-CUP to enable the researcher to 

exploit the annotated data.  The textual mark-up in the written texts indicate the 

features of the original layout which include ósentence and paragraph boundaries, 

heading, deletions, and typographic featuresô and the spoken texts óare marked for 

pauses, overlapping strings, discourse phenomena such as false starts and hesitation, 

and speaker turnsô.  While WordSmith 6 (Scott 2015) recognises the textual mark-up 

annotation so can ignore it when generating concordances and lexical bundles, it does 

not recognise the word class tagging or syntactic parsing annotation. 

 The data has been both standardised and converted in order that it might be 

used with WordSmith 6 (Scott 2015).  In generating collocations and n-grams to be 

compared across corpora it is important that the input data is consistent otherwise the 

output data will be incompatible for comparative purposes. A word-list was generated 

for each of the ICE corpora to check that there were no differences, or anomalies in 

the data which would impact on the research.  It was discovered that the data 

contained HTML or XML symbols, for example &eacute (é), which were included in 

the word lists.  All these symbols were removed from the corpora.  An additional 

problem was also identified with the ICE-GB of a space before an apostrophe where 

the apostrophe is in place of letter(s) that begin a word (ós, óve, óre, óm, ôd and óll). The 

spaces were removed.   

 WordSmith 6 (Scott 2015) is, by default, set to ignore any text within tags <>, 

but the ICE corpora also has additional content markup and in some cases it includes 

words which need to be excluded from the data extraction.  WordSmith 6 (Scott 2007) 

was set to ignore editorial comment (all words between  <&> and </&>), extra corpus 

text (all words between <X>  and </X> , normative insertions (all words between <+> 

and </+>), and discontinuous word corrections (all words between <)> and </)>). 

WordSmith 6 (Scott 2015) does allow the researcher to access the original source text 

from the concordance lines and the tags can then be examined.  This is particularly 

pertinent with spoken language as various discourse phenomena, such as hesitations 

and overlaps, can be influential in the interpretation of the data. However, I wanted to 

be able to examine who is speaking, the hesitations, the overlaps, the anthropophonics 

(laughs, coughs etc) in the actual concordance lines so the corpora were converted to 

allow this using WordSmith 6 Text Converter (Scott 2015). Accordingly, different 

speakers are represented by the symbol $ plus a letter of the alphabet; 

anthropophonics and unclear words are indicated by double brackets ((*)); short 

pauses (,), and long pauses (,,). Speech overlaps are contained in square brackets [ ], 

with the beginning and end in curly brackets { } and where there is more than one 

overlap it is indicated by numbers, such as {3 [3 é3] é [3é 3] 3}. 

 

In summary 

I summarise below the salient points from this chapter.  I discuss further the linear 

approach to grammar in Chapter 8 and Chapter 9.  I adopt the term colonies in all the 

subsequent chapters.  

¶ The ICE corpora were chosen as they contain a ratio of 3:2 spoken to written 

language. 



50 

¶ In order to investigate language the spoken word must be converted into the 

written word. 

¶ The advent of corpora of spoken language has served to show that spoken 

grammar is not necessarily the same as written grammar, although the 

consensus is that they exist on a continuum.   

¶ This research uses spoken terminology that avoids value judgements. 

¶ Typically spoken language is interactive and in real time.   

¶ Traditional grammars describe language in the form of a 

hierarchical/constituent structure.  Recent grammars describe it in linear 

terms. 

¶ This research describes the different types of language under investigation as 

colonies to avoid the confusions surrounding register and genre.  It also 

advocates this framework for other research as it is more explicit with regard 

to the delicacy at which corpora are investigated. 

¶ The ICE corpora chosen represent a broad spectrum of World Englishes in 

terms of Schneiderôs characterisations of English Varieties. 

¶ The ICE corpora have been both standardised and converted for the purposes 

of this research. 
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Chapter 5 Organising the data 

Thirty year ago when this research started it was considered impossible to 

process texts of several million words in length.  Twenty years ago it was 

considered marginally possible but lunatic.  Ten years ago it was 

considered quite possible but still lunatic.  Today it is very popular. 

 

Sinclair 1991:1 

Surprisingly, in view of the copious quantity of digital data now available, one of the 

recurrent problems in much of corpus linguistic investigation is the sparseness of the 

data. óThere is no finite baseô when it comes to words and combinations of words, and 

no ófinite syntactic baseô because as a corpus grows in size so does the vocabulary 

(Wilks 2005: 217). As corpora grow so do the number of new words and the number 

of identifiable syntactic rules grow (ibid). This would suggest that in order for any 

description of language to be as comprehensive as possible, the larger the corpus the 

better. However this, paradoxically, can then lead to there being too much raw data 

for investigation and choices need to be made about how it should be sorted and what 

should be chosen for investigation, so the linguist can reach a stage where they can 

proceed to interpretation. 

 Stubbs (2002: 66-67) distinguishes between different levels of investigation 

by classifying the data to be observed as first-, second- and third-order.  The first-

order data is the raw corpus which, at a realistic size, is too large to analyse for 

significant patterns without further sorting.  This first-order data is the data that is the 

input for software programmes or statistical analysis and from this the second-order 

data is extracted.  This data consists of concordance lines and word lists.  However, as 

he points out, óbeyond a few hundred concordance linesô (Stubbs 2002: 66) the data 

again becomes too unwieldy for analysis so a further sort of the data can be 

undertaken using additional software.  The result is third-order data such as 

collocations, n-grams, concgrams, lexical bundles, patterns, with or with out 

associated statistical information.   This research investigates third-order data, 

specifically come- and go-grams and their associated statistical information, rather 

than that suggested by Sinclair, the second-order data of concordance lines. 

 

 

 

 ICE-Can ICE-GB ICE-India  ICE-Jam 

go 1714 1221 1333 1696 

come 827 895 1310 1328 

 

Table 5.1: Raw frequencies of come and go in the ICE corpora. 
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 ICE-Can ICE-GB ICE-India  ICE-Jam 

go 1440 996 1084 1455 

come 611 674 1059 1078 

 

Table 5.2: Raw frequencies of come and go in the spoken colonies of the ICE corpora. 

 

 

 ICE-Can ICE-GB ICE-India  ICE-Jam 

go 274 225 249 241 

come 216 221 251 250 

 

Table 5.3: Raw frequencies of come and go in the written colonies of the ICE corpora. 

 

 

 

 Sinclair (2003/2004) suggests examining 30 concordances ï óa screenfulô, and 

then a further 30 etc until all the variety of usages can be identified in order to identify 

the co-selection components of the lexical item.  He suggests the concordances should 

be sorted until the strongest pattern ï whether it be a word, grammar, semantic 

associations or something else - can be identified.  This is then interpreted and the 

process is repeated with the next strongest pattern (Sinclair 2003: xvi).  The following 

screen shots (Figure 5.1) are reproduced in order to illustrate Sinclairôs suggested 

approach.  The screen shots show the output from WordSmith 6 (Scott 2015) of two 

randomly generated 30 concordances of come from the ICE-India private colony.  

They are then sorted alphabetically giving two screen shots for each of the random 

selections.  The first of the two is sorted to R1 and the second to L1.    
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Figure 5.1. Screen shots taken from WordSmith 6 (Scott 2015) of two randomly generated 

from the ICE-Indi  a private colony 30 concordances sorted alphabetically to R1, then re-

sorted to L1.  
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This approach presents a problem for this research as the two verbs come and go are 

polysemous so it is difficult to identify what the strongest patterns and the subsequent 

patterns associated with them are without some form of further sorting. As mentioned 

in the introduction, Sinclair identified this as a potential problem when examining of 

as the small samples studied óshowed hardly any consistency in the relative 

frequenciesô of the instances exemplified (Sinclair 1991: 84).  This can also be seen in 

the screen shots in Figure 5.1: in the first concordance sorted to R1 there are 5 

instances of come to and in the second concordance sorted to R1 there are no 

instances.  This research will show that to come is one of the strongest patterns 

associated with come and this is not reflected in the randomly generated 

concordances.  Likewise, in the concordances sorted to L1, they both contain 

examples of come out but neither concordance have come out with.  This research will 

show that come out with is the strongest pattern associated with come out.  Again, this 

is not apparent in the concordances.  While Sinclairôs methodology, the examination 

of second-order data, works well with words of medium of low frequency, it is not so 

good for higher, more polysemous, words.  In order to overcome this problem this 

research examines third-order data.           

 The data is further sorted into pre-set collocations (see Section 2.2.1) with a 

frequency cut-off level of equal to or above 40 per million. In addition to giving a 

manageable amount of concordance lines that contain the strongest word patterns this 

also has the added benefit of reflecting the different frequencies across the colonies as, 

at this data level, all concordances generated for these pre-set collocations in each 

colony can be examined. The initial statistical examination of the come- and go-grams 

includes all those that occur in the spoken colonies of at least one of the ICE corpora 

under investigation at a frequency of 40/million. However, as a result of the statistical 

investigation, the second, more delicate qualitative examination is undertaken on 

come- and go-grams that occur at a frequency of 40/million or above in the spoken 

colonies of all of the ICE corpora.  

The overall frequency figures for the verbs are shown in Table 5.1; those for the verbs 

in the spoken colonies in Table 5.2, and the frequencies of come and go in the written 

colonies are shown in Table 5.3.  They show that go is somewhat more frequent than 

come in the spoken colonies in all the ICE corpora bar ICE-India.  In ICE-India the 

two frequencies are much the same.  The frequencies of come and go in the written 

colonies are very similar. 

 

 

 

 

ICE  Colonies 

  

Spoken 

 

Written  

  

Private Public Scripted 

Un-

scripted 

 

 

Non- 

Printed Printed 

come Can 211 149 60 191 

 

83 133 

 
GB 266 190 81 137 

 

69 152 

 
Ind  540 227 66 226 

 

92 159 

 
Jam 438 325 68 247 

 

96 154 

go Can 660 317 67 396 

 

98 176 

 
GB 514 219 75 188 

 

79 146 

 
Ind  678 187 49 170 

 

91 158 

 
Jam 746 363 61 285 

 

85 156 

 

Table 5.4:  Raw frequencies of come and go across the different colonies of the ICE corpora 
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 As stated, I use pre-set collocations of the come- and go-grams to generate the 

concordances.  I do this on the basis that Sinclair advocates examining the texts in 

concordances immediately to the left and right of the node word first and selecting the 

most frequent to first examine. The pre-set collocates are those words that occur 

adjacent to come and go at a frequency equal to or above 40/million.  Essentially they 

consist of the node word plus a collocation (2-gram) or collocations (3-gram, 4-gram, 

etc) of the node word.  By generating first come and go from the concordance and 

then using the information generated from them to generate further concordance lines 

I am pre-setting the collocations of come and go.  The come- and go-grams can be 

considered to be pre-set collocations of come and go.   

 As I indicate above, the come- and go-grams investigated are those that occur 

equal or above 40/million times. To a certain extent the frequency cut off I have 

chosen could be considered to be arbitrary, as I could have equally chosen other cut 

off points across different colony combinations.   However, I do have reasons for the 

cut off point I have chosen.  I have elected to investigate those with a frequency of 

equal to or above 40/million in the spoken colonies rather than in the individual ICE 

corpora as the frequencies, when normalised to frequency/million, are greater in the 

spoken in comparison to those either in just the written colonies or written and spoken 

colonies combined (see Appendix I and II for normalised frequencies across the 

colonies and Section 5.1 for an explanation of the tables).  This means that more 

come- and go-grams are generated that could potentially be of interest in that they 

could highlight differences between the spoken and written colonies. 

 The cut off point is the same as the arbitrary cut off point adopted by those 

theoreticians studying lexical bundles (eg: Biber et al 1999).  Willis (1990: vi) 

suggests that the 700 most frequent words in English óaccount for around 70% of all 

English textô, the first 1,500 account for 76%, and the first 2,500 account for around 

80% (see also OôKeeffe, McCarthy & Carter 2007: 33ff).  The cut-off point selected 

for the extraction of n-gram of 40/million is also equivalent to any n-gram having the 

same or a higher frequency than 2,500
th
 ranked word of all four ICE corpora taken 

together.  Table 5.5 gives the frequencies/million, -/600,000 and -/400,000 of 

the 500th, 1000th, 1500
th
 etc ranked words in the ICE corpora used for this study.  At 

the practical level, each of the ICE corpora  comprises a million words of which 

600,000 are spoken and 400,000 are written which, at the level of 40/million, 

translates to a minimum frequency of 24 for the spoken corpora and 16 for the written.  

The amount of concordance lines, at 40/million, available to examine for the less 

frequent n-grams is not ideal, but it was felt that the advantages of this approach are 

such that the sparseness of the data, while a disadvantage, should be accepted. 

 

 

Word 

rank 

Frequency 

/million 
 

Frequency 

/600,000 
 

Frequency 

/400,000 

      

500 216  130  86 

1000 100  60  40 

1500 67  40  27 

2000 48  29  19 

2500 40  24  16 

 

Table 5.5: Frequencies of word ranks in the ICE corpora. 
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5.1 Frequencies 

Appendices I and II give all the frequencies (normalised to n-gram/million where n = 

1, 2, 3, etc) of all the come- and go-grams that occur in at least one of the four ICE 

corpora at a frequency of above 40/million in the colonies spoken and written (Level 

2); written-non-printed and ïprinted (Level 3); and, spoken-private, -public, -scripted 

and -unscripted (Level 4). These are they come, to come, you come, come and, come 

back, come from, come in, come on, come out, come to, come up, will come, come 

down, has come, have come, I come, come here, come into, and come, had come, not 

come, we come, come up with, to come and, to come to, to come up, you come to, 

come back to, come out of, come to know, come to the, and go, I go, they go, to go, we 

go, you go, go back, go into, go in, go on, go out, go through, go to, have to go, to go 

to, go to the, can go, just go, go and, go for, to go and, you go to, go back to, will go, 

go down, go there, going to go, want to go, canôt go, gonna go, should go, go ahead, 

go home, go up, go with, I go to, had to go, to go back, to go in, to go into, when you 

go  and go into the.  Table 5.6 is a section taken from Appendix 1 for illustration 

purposes. 

 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
                 

 

 

L2 L1 Node R1 R2 

n-

gram ICE Extra   

no. 

ICE 

Norm 

Spoken 

Norm 

Written  

Norm. 

Private 

Norm. 

Public 

Norm. 

Scripted 

Norm. 

Un-

scripted 

Norm. 

Non-

Printed 

Norm. 

Printed 

  COME   1 Canada  4 1000 524 1054 902 587 1330 823 427 

  COME   1 GB  4 1087 528 1359 1140 755 909 676 480 

  COME   1 India  4 1582 614 2543 1363 574 1422 946 510 

  COME   1 Jamaica  4 1726 617 2121 1936 650 1696 934 509 

                 

 THEY COME   2 Canada  4 47 12 15 48 10 118 20 10 

 THEY COME   2 GB  4 56 0 36 42 28 119 0 0 

 THEY COME   2 India  4 51 5 89 36 17 44 21 0 

 THEY COME   2 Jamaica  4 110 7 121 119 0 165 0 10 

                 

 TO COME   2 Canada  4 257 119 270 242 186 306 238 80 

 TO COME   2 GB  4 226 162 347 198 168 139 284 123 

 TO COME   2 India  4 270 122 400 282 113 227 350 51 

 TO COME   2 Jamaica  4 328 131 349 363 191 357 292 76 

                 

 YOU COME   2 Canada  4 47 7 60 48 0 63 10 6 

 YOU COME   2 GB  4 50 14 82 60 19 20 49 3 

 YOU COME   2 India  4 115 24 235 48 17 107 51 16 

 YOU COME   2 Jamaica  4 96 15 97 131 48 89 19 13 

                 

  COME AND  2 Canada  4 62 12 70 54 10 97 30 6 

  COME AND  2 GB  4 52 29 72 54 9 53 88 9 

  COME AND  2 India  4 79 17 127 66 9 88 21 16 

  COME AND  2 Jamaica  4 131 30 189 113 48 130 58 20 

                 

Table 5.6: Sample taken from Appendix I 

 

  Columns 1-5 comprise the n-grams: L1 and L2 are the words to the right of 

the node, and R1 and R2, those to the left.  Column 6 is n and Column 7, the ICE 

corpora.  Column 9 gives the number of ICE corpora that contain the come- and go-

grams above a frequency of 40/million, and Column 8 indicates (with the word extra) 

those ICE corpora that do not have that particular come- (or go-gram) above a 

frequency of 40/million in the spoken colony.  Columns 10-17 have the normalised 

(n-gram/million) frequencies of the n-grams in each of the colonies.   

  The figures would appear to show a number of trends:  

¶ The come- and go-grams, by and large, occur at the greatest frequency in 

private conversation 

¶ The frequencies for the spoken-scripted colonies seem to fit more with the 

written colonies, which would suggest that this colony might be better 

considered as written-to-be-read, rather than spoken.   

¶ There would appear to be a greater differences within the ICE corpora than 

between the ICE corpora 

¶ come to know appears at a high frequency in the ICE-India spoken, and it is 

barely used in the other ICE corpora.  This would appear to be the only 

instance of the come- and go-grams occurring in one ICE corpus and not the 

others at such a high frequency.    

 The following statistical investigation confirms that the trends identified have 

statistical significance.  It also accounts for the choice made for the second, more 
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delicate qualitative examination of only the come- and go-grams that occurred at a 

frequency of 40/million or above in all of the ICE corpora.  

5.2 Statistics 

In Sections 5.2.1 and 5.2.2, I first describe the data that I am using, and I then discuss 

my reasons for choosing non-parametric rather than parametric tests, outlining the 

possible advantages and disadvantages of this choice.  I present and discuss my initial 

findings in Section 5.2.3.  In Section 5.2.4 I examine the pairwise comparisons 

between and within the ICE corpora.  In light of these results I propose a further test 

that I present and discuss in the Section 5.2.5.  

5.2.1 Data 

To re-cap: the data is taken from the frequency counts of all the come- and go-grams 

in 6 colonies (private, public, scripted, unscripted, non-printed and printed) that occur 

above or equal to a frequency of 40/million in at least one of ICE-Canada, -GB, -

India, or ïJamaica (See Appendices I and II, Columns 9-16).  Each come- and go-

gram has 24 counts - one for each ICE corpora in each colony (columns headed óICEô, 

óPrivateô etc.).     There are 75 come- and go-grams, 32 come-grams and 43 go-grams.  

It should be again noted that the counts have all been normalised to n-gram/million. 

5.2.2 Non- parametric v. parametric 

The statistical investigation that follows uses non-parametric tests as the data is not 

necessarily normally distributed and the number of counts is below 30 for each of the 

n-grams.  Non-parametric tests are more robust when identifying significant 

differences as they are less prone to Type I errors ï ódeciding that the null hypothesis 

is false when it is actually trueô, but less powerful as they are more likely to make 

Type II errors ï ódeciding that the null hypothesis is true when it is actually falseô 

(Howitt and Cramer 2005: 99).  In other words a non-parametric test is less likely to 

identify a significant difference between data. 

 The tests used are the Independent Samples Mann-Whitney U Test (within the 

ICE corpora), the Independent Samples Kruskall-Wallis Test (between the ICE 

corpora), and the Pearson Chi-Square Test (the further test).  I am using a significance 

level of 95%, where p Ò 0.050 (to 3 decimal places).  Where applicable degrees of 

freedom (df) are stated.  All the tests are performed using IBM SPSS Statistics version 

20.   

 

5.2.3 Between and within ICE corpora 

The p-values for distribution of come- and go-grams across colony types were 

calculated (df 5), with the null hypothesis that the distribution is the same across all 

the colony types.  And, the p-values for the distribution of come- and go-grams across 

the ICE corpora were calculated (df 3), with the null hypothesis that the distribution is 

the same across all the ICE corpora.  These results are tabulated in Appendix III, 

columns 2 and 3 respectively.  The p-values that are significant (p Ò 0.050) are shown 

in red in the Appendix.  They are also depicted as bar charts in Graph 5-1 and Graph 5 

2 below. 

Graph 5-1 and Graph 5-2 show the values for the come-grams and go-grams 

respectively.  The green bars indicate the significant levels between the ICE corpora, 

and the red bars, the significant levels within the ICE corpora.  The line from the y-

axis is at the p-value 0.050 ï the significance level of 95%. Any bar does not reach 
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this line indicates a significant result.  The come- and go-grams are ordered on the x-

axis according to first the number of ICE corpora in which they are equal to and above 

40/million in the spoken component and then alphabetically.  Come through to come 

up are present in all 4 ICE corpora at this level; will come and come down, 3 ICE 

corpora; has come through to come into, 2 ICE corpora; and, and come through to 

come to the, 1 ICE corpus:  and, go through to go to the, 4 ICE corpora; can go 

through to go back to, 3 ICE corpora; will go through to want to go, 2 ICE corpora; 

and, canôt go through to go into the, 1 ICE corpus. 

 

 

 

 

 
 

 

 

Graph 5-1: Distribution of p -values for come-grams within (Colony) and between (ICE 

corpora) in ICE-Canada, -GB,-India and -Jamaica.  

  

 


























































































































































































































