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Abstract

By examining language simultaneously along the paradigmatic and sytitagres,

Sinclair (2004ajdentified the lexical itenas an object of the discoursemprisingan

obligatory core and semantic prosody, and optional collocates, colligates and semantic
preferencesThi s research i nvestigat ostnghencl ai r ¢
lexical items that are associated witle compémentary verbsomeandgo in the

spoken and written discourses in a selection of the International Corpora of English

(ICE). The corpora selected are KClanada;GB, -India andi Jamaica.

Thi s research i s i nnovative in t hat
examine high frequencxical items across different discourses and different World
Englishes It establishes that there is a significantly greater difference in frequency of
the lexical items associated witlomeand go within the different discourses of the
ICE corporain conparison to between the IGtorpora It replaces the core with the
node it introduces structural preference and discourse preference-selection
components of the lexical item, and it substitutes semantic force for the term semantic
prosody as definely Sinclair:thebr eas on why [ t (8ieclaif 20@ian ] is ¢
144). Thus the lexical item comprises an obligatory node and semantic force, and
optional collocates, colligates, structural preferences, semantic preferences and
discourse preferences.

As a consequence of gmtheordical and methodological adaptatigrikis
research shows that semantic forces with the associateelaction components can
function in tandem and that semantic forcagain with the associated-selection
componentscan functionin layers. The research concludes that the lexical item is
not an identifiable object in the discourse, but it is the syntagmatic realisatians of
paradigmatic choice.
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Chapter 1  Thelntroduction

wehave to work on the assumption that meaning is created on both axes;

for want of more accurate information we may assume that they contain

equal meaning potential. There is no reason why one should have a
priority in meaning potential over the other.

Sinclair 2004a: 170

It is the simultaneous access to both the syntagmatic and paradigmatiofaxes
languageaffordedby computerghat, | believe, should beonsidered to be one of the
more important linguistic inovaions of this past century. Thability to examine
langua@ along both axes at the same tinyethe genmtion of concordances of real
language associated withspecific word or phraseas produce@ seismic shift in
understanding how meaning is created in language. It has confinrmedrammar
and meaning are inextricably intertwined arat, as traditionall\supposed, separate
entities, where the investigation of meaning was limited to the paradigmatic axis and
the investigation of grammar, the syntagmatidt has demonstrated thahis
traditional division of language should not be considered as intrinsic to the nature of
| anguage but 6more a consequence of t he
languages in the pro mput er age @ 1655 iltnhad raviealed thdd 0 4
paradgmatic choice has often been ocestimatedand syntagmatic constraints on
linear sequencesor r espondi ngly undatl6)sitthasehawne dd ( S
that meaning in languageould appear to be inseparable with formldnguage.And,
as a resultit has established thate unit of meanings not necessarily a single word
but agroup of words such asphrasal unibr a lexical item

This reseash is founded o this lexico-grammaticalmodel of language in
which meaning is determined within tlwenstraints of both the paradigmatic and
syntagmatic axes. Investigation of corpora with the aid of computers to sift and sort
the wordsinto concordancelas allowed the linguist to examine both axes in tandem.
In essence, a concordance is a colleatiball the occurrences of a particular word or
words in their corresponding textual environméné i n i ts si mpl est fc
indexd (Sinclair 1991: hagethpiricallyshbwnghatingte of c
only do words keep company with other weiilit they like tdrequentthe same type
of places. tlis this investigation into what type of company wordsgkand where
they like to hang out that is the starting point of the development of the variety of
theoretical and i alvtakesah intggaated apgroach torleaimashd t h a
grammar 6 (R°mer 200a9:1 1f6ioOn)d. ¢ fTohrens ea nsdt rmaenadn

wherea unit of meaning is normally &édnot the
phrasal wunitdo (R°mer 2009: 148).

It has beome evidentthat i t i s not the words which
the phrase, but the phrase which tells you the meaning of thevindd u a | words i
(Stubbs 20021 4 ) , w h i ctéchndlogy, corpuls wtudy and phraseology are
intimately related (Stobs 2009: 15) . The traditional St uc

invented sentencés p r e thd discbeed/ of repeated phraseological units, but the

corpus linguistic approach of studying sifted and sorted language shows how

6 p er v a ghese ens$tabbse2008: 15). It hasrevealedthatl anguage i s hi
patterned®d ( RFPhwbhasledtdtbelestablisimentoth investigative

and theoretical modebsxamining meaning creation ianguage: foman investigative
perspective|exical bundles Biber et al 1999) andconcgams(Cheng Greaves and



Warren 2009; and, from a theoretical perspective, the lexgcammarsi pattern
grammar Hunston and Frame 2000), lexical grammarS{nclair 004a), and lexical
priming (Hoey 2005). In additin, the importance of the syntagmatic axis and the
importance of real preferably spokenlanguage in language modelling was the
foundation to Linear Unit Grammar (LUQ)a gr ammar t hat has a
orientationd (Sinclair and Mauranen 2006:
The research seeks to investig®dd ncl ai r 6 s t htheolexiea i c a | n
item. It takes as its starting poitite delineationby Sinclairof the five components of
co-selection of thelexical item the core, the collocations, the colligations, the
semantic preferences and the semantic prosody (Sinclair 2004: 14frawk onthis
dynamic to investigatehe lexical items that might be associated witfo high
frequency verhscome and go, across differentspoken and writteregisters and
different World Englishesin four of the International Corpora of English (ICE)
These are ICEanada;GB, -India andi Jamaica.
Previous research has identified the existesfckexical items using mid to
low frequency wordge.g. Sinclair 2004 - budge Stubbs2007a - caus¢ but there
would appear to haveeenno research of this kind thdboks at high frequency
words. However,it should be noted th&inclair undertook a pilot studyf the high
frequency wordf using the same methodology he later employed to identify lexical
items (Sinclairl991: 84) In addition there is no research thetes into accourtioth
discourseand Englishdifferences.l show that while Sinclair identifies potential
lexical items hedoes not necessarily identify the full extent of, all the constituents of
and the reasictions of context oftheseitems. | will propose modifications to his
methodology that are more suitable to the quantity and type of data under
investigationbased on is observation in relation to his investigationafft h a t 6t he
smal | samples showed hardly any consi ste
instancesibid). | will argue for a reconsideration of the constituents of the lexical
item. | will demonstrée that the lexical item is the syntagmatic realisatioha
paradigmatic choice. | will propose thas a template to investigate language the
lexical item has great strengths but | am not so convinced that it, in itself, is the
answer to how languageeans. Iwill maintainthat it is a step in the right direction
and we need to build on this by finding other ways to look at language (with
computers) that incorporate the concept of the lexical item. And, in so doing, | will
contendthat we need to abaad the concept ahe lexical item as an object that can
be located in the discourse, armlevaluate our approach to the paradigmatic and
syntagmatic axes.
| begin by stating my research questiohs the next section | summarise how
there camea be agrowing realisation of the importance of the syntagmatic axis in
language modellingwhich is then followed by ra outline of the data under
investigation. Finally, | give a brief synopsis of the chapters that follow.

1.1 Research gestion(s)

| believe thatit is in the understanding of the extent, the constituents and the
contexts of the lexical item that we might come closer to understanding how language
means.With this in mind my main research question is

Where are lexical items located across World Englishes and
discourse®

which canbe further separated into thregl>questions:

1. What are the extentsof lexical items i where do they begin
and end?
2. Are lexical itemsrestricted to specific discourse®
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3. Are lexical items restricted to specificVorld Englishes?

1.2 Paradigmatic and syntagmatic axes

The traditional disconnected approach to language helthiateaning of words was
a O6col | elcattieodn foahcetisébp raoncdess by which words
form sentences [ émat Be (B we &heindeSpatibrfof g ) a
language on the syntagmatic axis identifi@dts where different wordshat are
6associ art eidn ttolgeetrheemor y6 ( par adrécgnfimed ( Saus
to O6the dict i orbainsgred(@weetl1@2%:i7)8yotagmaticrelations
held O0Obetween t wpr edenmorien ideatifialsesig theon c e 6
discoursewhi | e associative relations (or parad
constituting andmwereabhsentdmcthe gliscouts¢séussure 2013:
145).

Some theoreticians however,questiord this disconnectecapproach They
suggested thaheaning in language wasextricably bound with the contekt which
the utterance occurreith e 6 bonds of most bedurst anchtgeugensrali ¢ s 6
circumstances in which the language is used must be taken into comnmiérat h e
conception ofcontexth as t o be br osdudtemirewhith womidare6t h e
uttered can never be passed over as irraléavad ( Ma 1923n306)&hd meaning
of a word must be always gathered, not from passive contemplation of this word, but
from an analysis of functions, with refer
306,309);6t he compl et e malways conjext a findhatonscand i s
only take seriously a study of a word if it is done in isnplete context (Firth 1957:
7); the wordds entangled, shot through with shared thoughts, points of view, alien

value judgment and 2&p&temd sidne whithaokchpy usn 198 1
arise when | anguage i s, as it wer e, i dl in
more wwongheaded than to calll meaning somet hir

2009: 88, 181).

Firth suggestedhat the meaning of words mighe limited by what they eo
occur with on the syntagmatic axi s. He i
6an abstracti on &aHirth 1968 176) it should pematedithat his e v e |
concept of collocation is different from its currergage. He defines it as part 6fa

mutually congruent series of l evel s [ é] o
proceeding througttollocation syntax, includingcolligation, to phonology and
phoneti cs, even e ibid)e Hawewernittwad notpttilolingaists ¢ s 6  (

had the ability to sort large amountsrelor 6 u s e d Bradil 499%),inta g e
concordance ties around key/node wordsh a t 6t he magnificent \
Firthos admi ttedly unti dyt hmordoedghf gr elxg@th
(Tognini-Bonelli 2001: 164).

The simultaeous examination of thparadigmaticand syntagmaticaxesof
large quantities ob u s languageshowed that meaningis indeed constrained by -co
occurrence on the syntagmatic axis Meaning it would appear,s a complex

i nteracti on of 6contextual rel ations, [ é
semantics®6 and at dnthxtof siteationtheeconttializatibon s i s |
where the past, pr es ent yamdtde history amd celture f a p

of society meet (Firth 1957: 18, 27)However, f meaning is constrained by
environment where does meaning actually reside? with the word, or is itwith
more than the wofd

In the following sections | review the investigative and theoresicalies into
meaning, including lexical grammar, undertakenthin the corpus linguistic
paradigm. Although they are different in their approaches theyall linked in that
they studyused language empirically usiegrporaand makeuse of the syntagmatic
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dimension. In addition, all but LUGonsider frequency afccurrence as crucighey
emphasi se 06t he -selection teatures and eaiosations, and they all

state that ga mmat i c al constructions and phraseo
centr al role in linguistic theory and des:

1.3 Lexical Bundles

The study of lexical bundles is premised on the hypothesis that high frequency
patterns are neitherad dent al nor e X-paked freguency gvidehcet o6 c o
provides descriptive facts that require e
400). Lexical bundlesre multiword units such as-grams that occur in multiple
texts (normally greater thamr equal to5) to guardo agai nst i diosyncr a
individual speakers or authdrs and that ar e qm arlttarg r t han
frequency valugBiber and Barbieri 2007269, Biber 2009: 282Biber (2009: 283)
suggestshat o611 exi cal bundles of any :[14@80hgt h <ca
statesthat it should only bé&sequences of three of more wdids Nevytae t hel es
majority of research undertaken has been on bundles of four or more words (e.g. Biber
and Barbie 2007, Breeze 2013)The most common frequency cut off selected is
40/million (e.g.Biber et al 2004, Biber 2009, Breeze 2013jut Cortes (2004) uses
20/million, and Biberet al (1999: 9923), 10/million for up to fiveword lexical
bundlesand 5/million for six and sevesword bundles.

As lexical bundles are identified solely by frequencyesra €.9.40/million),
6ely might be expected to be arbitrary str
(Biber 2006: 172).However, while these bundles would be overlooked by the more
traditional linguist as they often straddi&ucturalboundariesthey can be readily
interpreted 6in both éasrdobuat dli ngndl boaket
that can be assait ed wi th basic communi t7317ve f unc
Three primary functions can be distinguished:

Stance bundles express attitudes or assessments of certainty that
frame some other proposition. Discourse organizers reflect
relationships beteen prior and comingdiscourse. Referential
bundlesmake direct reference to physical or abstract entities, or to the
textual context itself, either to identify the entity or to single out some
particular attribute of the entity as especially important

Biber, Conrad and Cortes 2004: 384

The research into lexical bundles l#so showrthat they ardbothd mor e pr eval en
conversation than i n heanostdoemondndiwduoal Iexicah g 6 an
bundles also occur with higher frequencies in congeat i on t han i n wri
2009: 295).

It has been suggested that as the lexical bundles occur at such a high
frequency across texts t is |ikely that they are Ost
¢ h u n Mesi@nd Basturkmen 2006: 286). This couldcbasidered to be of some
interest as the lexical bundlest end t o bridge syntactic t
generally have i di omati c meani ngo S 0 ar
| i st eneibid.reader 6 (

1.4 Concgrams

Concgrams ar e 0 soeair segaaliess of congtitaency vaaati@oc o
AB and A*B), positional variationle.g. AB and BA) or bemgeha200QC
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236). The software to identify them has been developed in order to address the
limitations of n-grams(a contiguousgroup ofn words, wheren is equal to 1 or more)
and skipgrams (nenontiguousn-grams).N-grams can neither handle constituency or
positional variation, and skipgrams can only handle constituency not positional
variation. For example, if tha-gram AB iswork hard,the skipgram A*B could be
work very hardout only a concgram would identify BAhard work,or B*A T hard
at work(ibid).
Frequency is used to identify the canonical form of a particular cancgrad
the meaning is then determined. Thishert used as a benchmark against which all
the other configurations are ramkend a meaning shift unit (MSW) thus idetified i
6a paraphrasable family wi tshlectonid.nA ni c al
MSU is any combination of words thatqatuces a shift in meaninigg comparison to
other potential combinatioreveniféd hi s i s only r eétalkl08& el y su
237). Studies have shown that some MSU are onlycoatiguous; that intervening
words have a tendency to express semant.
changes no matter whether t letal260&240)s ar e s |
Accoarding to Chenget al one of the main advantages of this type of
analytical approach is that the notion of the node word becomes less dominant and,
thus, less attention is paid to it

Years of studying KWIQkey work in cont&t] displays have perhaps
unintentionally created, in the minds of some users, a hierarchical
approach which regards the node as the centre of attention and the
words associated with the node as being in a subordinate relationship
to it. It is worth [stating ...] that although these apavenient terms

to use, the term é6noded does not [
6coll ocatebo, and t hat 6nodebd WO Tr ¢
t hemselves coll ocates if the coll oc

Cheng, Greaves and Warren 2006: 414

Howewe r , as even a 5 million word <c-Oorpus \
occurring wordsdé concgrammers wil/| need t
process the |ists of concgrams to ident.i

(Chenget al2009 41).

1.5 Pattern Grammar

Hunston and Francis (2000: 3) define patt
associated with (a sense of) a wordo. T
restricted set of | exi cal |l itent ecouss withaan d , co
restricted gbalt Thefe ismelose association with meaning and
patterns, in that different senses of words typically occur in different patterns, and
words that share patterns meaeibdgdhisphdency
allowsthe patternso be sorted into ideffiable meaning groups. Even,dabis is only
done on the basis of 0d haet itnhariltiiothé ofo t dt
come up with a diff elHuastonhand Francis®00:83.ani ng g
The pattern analysis O0stands by itself
el ements [ é] to other, more abstract cat
(Hunston and Franci8000: 176). The patterns aber e s tto thoset pattgrns that
distinguish one | exi caVnfiomaea(werdnoumffomanot he|
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noun); patterns that are typical to word classes, suElEadsn (determiner noun), are
omitted (Hunston and Francis 2000: 203).

On the basis of theirmalysis Hunston and Francis argue that the pattern to
which a word is associated is a better guide to word class of the word than either
meaning or forni 6 we <create classes for t hem, base
and Fracis 2000: 179, 197). Ondlotherhand,this can be problematical as it leads
to the question of how many <c¢l asses of w
range of behavi btoafewtclassds resuldin d Isad fit af wards to
class, and too many and the mapwdl b 6as | arge as the area
(Hunston and Francis 2000: 197).

They suggest that pattern grammar can be seen in terms of both the traditional
constituerwithin-constituent hierarchical grammar and the increswnincrement
linear gramma (Hunston and Francis 2000: 208, Brazil 1995: 4). In terms of a
hierarchical grammar, patterns can be seen to be layered with patterns embedded with
in other patterns. For exampl e, i f one ¢
the first Kitchenew ol unt eer t o be e x &ouooulélkdurthterhe nou
analysed athe ORD n to-inf; and, in turn, théo-inf could bebeV-ed (Hunston and
Francis 2000: 204).

A linear approach to grammar takes into account that language, especially
spoken lag u a g e, occurs in time sardd omesondéi n pu
following the next (Brazil 1995: 26) . T
judgments they can manage as to present |
From the linear persptee, two types of patterconfigurationsi 6 w aip which
patterns may f ol | eean kerdistihguishegatem fdwsamdt her 6
pattern stringgHunston and Francis 2000: 215)he former occur whenever a word
that is part of one paten &6 has a pattern ofhe pattemis own 0 ,
overlap; and the latter, when patterns do not overlap. What, they suggass is
that each words potentially part of a pattern, andiththe use of a particular wonds
the potential tgprospect other words that wiillfil the pattern. And, if, in fulfilling
the pattern, another word is used that again is potentially part of a pattern, this word in
turn prospets its ownnew pattern. A pattern flow will prospect a new pattern before
the original pattern is completed, but a pattern string will be contiguotisetmext
pattern string. It should be notedthat i n bot h circumstances,
pattern ends (is fulfilled) as soon as th
(Hunston and Francis 2000: 20&3). They hypothesise that while pattern flows and
strings can be found in all types of discourse, the former would appear to be more
typical to academic and political argument, and the latter to narrative (Hunston and
Francis 2000: 24, 218)

Finally, Hunston and Francis emphasise that pattern grammar is from the
tradition that considers language to be a social phenomenon, remaining neutral on
6how | anguage is learned or storedd (Huns!

1.6 Lexical Grammar

Sinclairbegins his description of lexical grammar by observing that when the
phraseological tendency 6 wher e words tend to go toget
t heir c o mdat wakoéiwomrsdés, ent er i nto meani ngf u
wordsar ound themé which can compromise 06t he
some wayodo (a9, 25caA7)a Asra reault,dh word as a unit of meaning is
compromi sed for O6many, i f not most , meani
word for theirn o r ma | real i zat i onssedl eacntdi o nh ea nbopnagt tweor
have a direct connect ial183).wHeproposesetlefekxicalg 6 ( S|
item 6das an abstract category distinct f
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6reconpiarasigmati ¢ and syntagmatic di mens
(Sinclair 2004 133, 144). The | exi cal item i s identifiec
categories to describe both dimensimn ( Si n cal 148). r ThelcOBigt of five
levels of cesdection of which the first and last are obligatory. They arectiiei
6t he evidence of t he 0 ¢ ¢ collocadon,ccelligatoh, t h e i
semantic preferenc@ndsemantic prosod{Sinclair 2004: 141).

Collocation is the relation beeen the core and individual wefdrms that
co-occur frequently with it; colligation is the relation between the core and
grammatical choices that -@mcur with it; and, semantic preference is the relation
between the core and a lexical field which sigfi@quent topics in the immediate-co

text (adapted from Stubbs 2099 2 2 ) . The three central | e
increasing abstrmaaclid42dnd6 c&linadatiirom0®dids p
physical text 6; mloldsdto !l assignedroeach wandiexamised,a wo
and, semantic preference O6érequires us to
words <classoba (s#48rl aiSrema@anodic prosody is
meaning as a whol edwhiyn [tthhaet iitte m]s itsh e hdrs
subtl e el ement of attitudinal a 148,f144en pr a
145) . It is 6the juncti &aid74pf form and f u

1.7 Lexical Priming

Lexical priming explains lexicgrammar int er ms o f 6the cumul at i

i ndividual 6s e n,amthasttakes adits startinghpoink wardd sather

than lexical items (Hoey 2005: 8). As each word is primed for use it becomes
6cumul atively | oadedextsvint hwhti lceh d d n tiesx tesn caon
our knowledge of it reflects these-ooc currences and as a res
seqguences are constructedd which are al s
sequences, in turn, b e c o metext§ ih avlsicth ¢hdy wi t h
0 ¢ ¢ utheynest(Hoey 2005: 13)Nest i ng occurs o6when the p
becomes itself primed in ways that do not apply to the individual words making up the
combinationdéd (Hoey 2005: 8).

Hoey considers hat pr i mi n gthedraticalty tinel pslychaobicall e s
Sinclairéos i nsi @Hoey 208% @58)t Howewer, He suggest® n
slightly different levels of ceelection that also include textual dimensions. Some of
these levels of ceelection ha® equivalence to Sitair co-selection categorieg&very
word is primed for the individual user to haeellocation, semantic association,
pragmatic associatigncolligation, textual collocation, textual semantic association,
andtextual colligationand this is only reflectenh corpora indirectly (Hoey 2005: 13,

158) . Hoeyds coll ocation and colligat
Sinclairdés same ter ms; 6semantic preferen
i nterchangeabl ed; and Hmwosody om\aaouct of thehe t e

confusion with the term (Hoey 2005: 23). As he points out tisetteei terminology of
Louw (1993) who states that O6écertain features
already present in its sustatutmsadsd@haandtt
meaningful outcome of the complex of collocational and other choices made across a
stretch of |l anguageb (Hoey 2005: 23, 24
association, and whil e this i srosndy,tit t he e
6ovaps with itéitHbOxc206865:whe®m7)a; word or
associated with a set of features that al
(Hoey 2005: 26). There is nothing that is equivalent to the textual diomsnsf the
words or word sequences in Sinclairés | ex
Lexical priming also differs in one other important respect that is relevant to
this research. Hoey is 6l ess confident t
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analyticalstartigp poi nt &6 as O0there is [€é] no obvi ot
t he Oli eembéalespecially iclaims wealatng to aextuall Si n c |
dimensions of ceelections (Hoey 2005: 158). He suggests that the phenomena of
priming and nestingcamc count for the choice of the w
pointd (Hoey 2005: 160) .

1.8 Linear Unit Grammar

LUGisalnear grammar t hat texmntg actabdeeausits fprany t y
further analysisé by eitheand & socdoingyient i on:
shows how 6a | atent hi erarchy can be di s
(Sinclair and Mauranen 2006: xv))Whi | e t he majority of | an
concentrate on one language variety, whether they say so or nobeathelstriptions
often perform poorly with any variety ot@l
used for any varietyilfid). And unlike the more traditional grammars where
what is highlighted is that which is not presénhe paradigms it has asyntaymatic
rather than paradigmatic orientation (Sinclair and Mauranen Z)0®iii).

It is basé on the idea that language alafs increment by increment, where
each of these increments is initially classified as a chunk (Sinclair and Mauranen
2006:6).A chunk-tiheoaedpral termb6 that suppose

any text fall into smallish chunksdé with
chunk starts and stopsoé(Sinclair and Maur
chunked,tiisthenrec | assi fied wusing 6éa small set of

clear working definitions [ é] and rul es
(Sinclair and Mauranen 2006: 8). Although the grammar has been constructed to be

an either/or at adn stage of the process, these categories can be basically divided into
three different types of elements interactive organisational element (Ol), text

oriented elements (OT) and messagented elements (Myhich are then subdivided

where requirednto various types of messageiented element such as message
fragment (MF)and messageevision (MR)(Sinclair and Mauranen 2006) Sinclair

and Mauranen suggest that the OI, MF and MR elements are then removed from the
text while noting their role and what is left is tidied up for further grammatical
classification with other grammars.

Conversely, | would argue that it is this ifag of LUG to easily show the
interactive interpersonal nature (Ol elements) of language that is its strength.
Constituent grammars require the prior knowledge of the constituent parts for
identification, but not LUG. The very act of chunking the |aaggiserves to reveal
the interactive elements of, iso while | agree that it can be used in order to aid
classification of any text with other grammars, | would advocate an approach that
builds on the strengths of this grammiar disclosing the interactés nature of
language, especially spoken language

1.9 The Data
If meaning is contextual, meaning must be situated within the discedmsee the
discourseigi nt ent i onal and meani nbfl4b) fwearei al ac

going to discover how langge means we must start by examirdiggourse, or to be

a little less ambitioysan aspect of discourse. Hence, this research considerthe
complementary wordsomeandgo function as a part of lexical items in the spoken
and the written language the corpora of four of the ICEI believe thattiis my
choice of the wordmy comparison between and within the corpora of the lexical
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items, and my identification of the lexical item as a whole rather than its constituent
parts that makes this reseamchovative.

Why have | chosen these particular aspects of the discowhkéd& | am of
the opinion that the corpwdyiven/corps-based dichotomy in corpus linguistics is
sometimessomewhat ovestated and the debates that it engendmmnetimes
somewhat oveheatedsee Worlock Pope 2018arlow2011, Stubbs 2013Gray and
Biber 2013, thereason have chosen these two wordsto all intents and purposes a
corpusdriven decision.These two wordexhibit a significantly higher frequency in
spoken compared to written language, and the frequent appearanceior por a 061 s
evidence of what is typical and routine in languageeud ( St ubphandiRi®O 02 : 22
that which is typical and routine in | ancg
atent i on tod6 (R°mer 2004: 185).

Previousresearch has examined woradflower frequencies, and have not
differentiated across the discourséithin or between corporal would suggest that
the main reason for not differentiatingetween the different discoursés the
requirement for sufficient concordance lines to examine. One either requires a very
large corpus or one has txagnine high frequency words For example utterly
(Louw 1993),budgeandnaked eydgSinclair 2004, and cause(Stubbs P07a) are all
word forms (or phrases) that have undergone a lexical grammatical examination.
Table 1.1 below shows the frequency/million of each of these in all the four ICE
corporataken together (approximately 4 million woridstotal). The table also gives
the frequency ofomeandgo for comparison purposes.

word/million

utterly 7.5
budge 2.0
naked eye 0.0
cause 150.5
come 10900
go 1490.5

Table 1.1: Total frequencyword/million in ICE-Canada,-GB, -India and i Jamaica.

Sinclair (2003) suggests that a minimum 80 concordance linds required
in order to identify the constituents of the lexical item. In order to compare a word
such asbudge across differentdismursesa minimum of 15 million words per
discoursewnould be required. This is not such a problem with written langudge
British National Corpus (BNC) has 90 million words of written, but it is a huge
problem with spoken. The spoken component of the BNC is 10 million words, and
Cambridge and Nottingam Corpus of Discourse of EnglisSANCODE) is 5
million. Causewould be more manageabierequiring 200,000 words to probably
give sufficient concordance lindsut, again, if one waistto examine subiscourse of
the spoken and written components of @pas it has the potential to become
problematical.

My decision to use the ICEorporain this researclwasinfluenced by five
factorsi (1) availability, (2) comparability, (3) the high frequency of the ddorms
to be investigated4) the dearth of bkeico-grammatical research into global Englishes
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(Mukherjee and Gries 2010: 525) and (g spoken language componéntts
quantity and the importance of spoken language resedtcbhould be now that
there are disadvantages to the use of the ICEocarplhe corpora that weawailable
for usefor this researclvere compiled during the 1990s so are now approximaely 2
years old so it is likely that there will have been some shiftétanguage usthat is
identified by this research.Additionally, while the ICE corpora include spoken and
written language there is no compuieediated discours€C(MD), such as chat room
conversations, so further research will be needed in this &tewever, in terms of
this research | am comparing tbemeand go-grams between and within the ICE
corpora so while changes in the-sglection components might have occurozer
the past 20 yearis the World Englishes examinexhd within CMD it should not
affect theconclusions | reacim this researchegarding lhe lexical item.

Firstly, all corpus research, as showltl research should be able to be
replicated by other researchers. Howet@r,a variety of legitimate reasons such as
copyright andethics (see McEnery and Hard20(2) for a detailed discussi of the
restraints involved) corpora are not necessarily ngadifilable to all researcheier
use with a variety of softwaiecommercial or bespokebutthe ICEcorporaare For
example,CANCODE is normally only available to researchers within t8ehool of
English at the University of Nottingharand @cessto the Bank of English part of
the COBUILD corpus, is available for research, but it is not possible tdiffiseent
varieties ofsoftware such adVordSmith §Scott 2A5), with the corpus.The BNC is
readily available and can be used with commercial or bespoke software, but the
corpus consists of British English only so its use would have narrowed the research
conclusions to only this English.

Secondly, the ICEcorporaf ol | ow 6a common <corpus
met hodol ogy®é (Nelson 2004: 225) al |l owi
more than one EnglishThirdly, it is only possible to use these corpora for this type
of researctbecause of theigh frequency othe word forms in thathere are enough
examples otomeandgo in the ICEcorporato be able to identify sufficient unique
lexical items for analysis.

My fourth factor for choosing to use the ICEorporais predicated on the
emergence of English as aobhl language, the lingua franca of the Twerirst
Century: | beleveit is important to undertake studies into this lingua franita.use
as a global languadeas given rise to many varieties, a range of uses, and a greater
number of nomative speaks than native speakers (see Kachru 1992; @irg€03)
many of whom are also more alilean their nativecounterparts (McCarth2001:

339). It can be a national language, used as a normal means of everyday
communication and predominately a first languége 1) ; -la n@luiamgl 6 , a
language that supports intethnic communication that is predominately the second
language of its users (L2Mukherjee and Grie2010: 525) and, it is an international
language of business and tradean additional dnguage for the user that has an
economic value.

The final factor and in my opinion the most importanis the spoken
language componenWhile there aredifficulties with regard to the production of
spoken corporait is important that spoken language is used for resediddre is a
time cost and thus a money cost to the compilation of spoken cdrpecarded data
takes time and manpower to transcribe, so the amount of spoken corpora in
comparison to written thas accessible is little. Consequently, one of the strengths of
the ICE corporais that they contain, in relation of their size, a large spoken
componehnwith a ratio of 3: 2, spoken taritten.

! http://www.birmingham.ac.uk/research/activity/corpus/resources @apixaccessed
22 April 2015
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It is a common theme amongst linguists that it is thdystd spoken, rather
than writtenlanguage thawill eventually allow a full understanding of how language
works. Sweet and Saussure suggest that it is the investigation of spoken language in
particular that is important. Swegt925: 203)s t at e &e studyaft a labhguage
should always be basédas far as possible on the spoken language of the period
which is ben g d e a.l BausaurdPOi3 28, 35r ef er s t o the o&6tyr
written formbé asserting t hsanota dobingtioreof obj e c
the written word and spoken wor dobbjbeuctt 66t h
Jesperserfl1924: 21)f el t t hat owords and forms were
things or natur al objectsmawndt o hat gt bas

been fostered through a fundamentally f al
wor ds 6. M3iubles (2002: xwv@iybentogns the ovrere pr esent at i on o
medi a | anguagredp raende rt thet iunigl e@achruq20@Bo5k e n | ar
calls for 6good <corpora of spoken mater.i

understoodand,Cer mak (20009: 115) C a lénguistit cesulbst s 6 o n
as they are based on weittlanguage almost exclusivelfs Sirclair says,

Most corpora keep well away from the problems of spoken language

I with some honourable exceptiohsnd, for a corpus which in any

way purports t o refl ect a Ostate

unfortunate. Many language scholars and teachelieve that the

spoken form of the language is a better guide to the fundamental

organization of the language than the written form; and many writers

comment on the differences. In my own experience, there is no

substitute for impromptu speech, and ecidion | took in 1961 to

assemble a corpus of conversation is one of the luckiest | ever made.

Even at that time, | was assured that an automatic transcription of

speech was o6just around the corner6
Sinclair 1991: 1516

And, it still is. Still we wait, over 20 years later, faccurateautomatic
transcription ofeverydayspeech; and still we see too much research that is based on
written not spokenadnguage. This research aims to begiretiress this balance and
to this end &

Inthechapters that foll ow é.

In Chapter 2 | introduc¢he theoretical basis to this researchbegin by
examining the history of the | exical i tem
principles (see Sinclair 1991 and 2004a). | then discuss the lexical item as a whole;
how it is identified and how this can be seen as problematical as it ultimdietyae
the interpretation of the linguist. | theeflect onthe coeselection categories in terms
of sequence and order where sequence is observable in the data but order éndot
thssecti on by suggeaduaga gnodel boaltl be@n to bdvea i r 0 s
connections with Carter (2084 Pennycook (2012) and Wray (2008n the second
half of the chapter | examine eaduwu-selection categoryof the lexical item
individually. | review what has been written about them and, taking this into dccoun
| deliberate on their strengths and their weaknesses. In particular | divide the
collocations into those that are used within the node for the generation of additional
concordances pre-set collocatesand those that ardentified in relation to theode
| question whether, in relation to colligation, it is best practice to define word classes
in terms of the grammatical structures in which they are found. | suggest that there is
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little consensus in defining semantic preference and argue fordasandefinition as
possible. Ireflect on the underlying problem of two conflicting definitions of
semantic prosody that has dogged the literature and | express my concern that,
perhaps, there is a further problem with semantic prosody. What is thensgt
between semantic prosody with the core and/or the nodibd brings me on to my

final contention that the core and the node should be considered to have different
identities.

In Chapters 3 and 4,considerthe data under investigatiorin theformer |
introduce the words under investigatie@omeandgo, and in the latter | introduce the
corpora.l begin Chapter 3 byestablishingthe minimal assumption on wdh this
research is basedrhee is aminimal assumption that the significant higher frequency
of a small collection of verbs, that includ®@meand go, in spoken compared to
written English merits explanationl continue by describinghe generality and the
distinctiveness otomeand go. They canbe considered general in that they are
frequently part of multivord verbs, and they are distinctive in that ttzeg often
utilised for deictic purposes. | suggest that both awattid verbs and deixis can be
re-defined in terms of the eselection compeents of the lexical item. | finish the
chaptelby discussingn more detail multiword verbsdeixis and deictic shift theory.

| begin Chapter 4 by delineating the similarities and differences between
spoken and written languagevealed by recent qous investigation. This also
includes a brief account of the problems of working with spoken languagatinue
the chapter bylescribingthe ICEcorpora their history and thie make upandl also
suggestan alternative approach to the data that reesothe requirement to identify
texts by genre or registathen analysing corporarhis approach divides the corpora
partsi spoken, written, printed, private etc. into colonies (see Hoey 20@hy the
chapter by describing thprocessedy which the orpora were prepared for the
research.

The results of the research are analyseflapter 5, 6 and.7 The first
chapter in this grougakes a gantitative approach to the data; the second, a
qualitative; and in the third chapter | narrow the fodudight of the conclusion
reached in the previous chapter. In Chaptdréxamine the different frequencies of
comeandgo across the four ICEorpomin order to organise the data intomageable
quantitiesand | suggediat the best way to examine the two word forms is as part of
n-gramsabove a frequency of 40/million worddn order to differentiate between
thosen-grams associated wittome andthose associated wittjo, | usethe terms
come and go-grams. Comegrams aren-grams that include the wordome,and
likewise, go-grams aren-grams that include the wogb. Having established that |
will examinecomeandgo as part otome andgo-grans, | compare their frequencies
between and within the ICEorpora This analysis shows that there is a greater
difference within the different colonies of the IC€Brporathan there is between the
ICE corporathemselves. However, what it does not show ughether there are eo
selection component differences between within the ICE corpora This is
addressed in theextchapter

With the qualitative approach taken in Chapter 6, | analysedime andgo-
grams that occur in all the ICEorporain terms of their principal cselection
components. | introduce two additional -selection componentsstructural
preferenceanddiscourse preferencand | do away with the term semantic prosody,
replacing it with the terrsemantic force.Structural peference is the predilection for
a node to associate with grammatical structures leaving colligation as the predilection
for a node to associate with word classes. Discourse preference is the inclination for a
particular set of c@election components toe associated with a particular type of
discourse.l go on to observehat in relation to thecome and go-grams under
investigation, that all the eselection components can be seen in the spoken colonies
but not all the written colonies. While there aome that are particular to the spoken
colonies there are none that are particular to the written colonies.
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The subsequent analysis of tbeme and go-grams is divided into familiar
idioms, postandantepre-set collocatesdiscourse managers, livpats reporting and
replacement speech or thought vertihe familiar idioms occur infrequently in the
data and, as such, cannot be examined in any depth. The post and a@e pre
collocates consist of the analysis of individeaime and go-grams. The discourse
managers are thoseome and go-grams that are explicitly used to manage the
discourse. | describe the deictic shift that occurs withhe and go-grams in live
sports reporting in terms of their-selection components in the penultimate section,
and | end with a description of the usagegofgrams as replacement speech vérbs
again in terms otheir coselection componentsin the Chapter | suggt that the
semantic forces associated with the post and antsgpreollocates (egcome back
andto com@ would seem to work in tandem with each other when they are examined
as a whole (egto come back This idea of semantic forces adding to eatteots
further explored in Chapter 7.

| begin Chapter 7 by examining closely the instancet® go andgo toand
thenl look at, also indetail, come and, and gandcome and go. | show that the
semantic forces do work in tandem with each other, aigol show thathey can be
Al ayeredo. I n other wor ds, dependi-ng of
selection components can be identified and, thus, it can be seen that there can be
different semantic forces associated with a partiatdane or go-gram.

In Chapter 8 | return to the lexical item. litially re-consider the co
selection componentand then | reconsider the item as a whole in light of my
research. | suggest that there might be evidence of prospection with the collocation
prefeences | have identified. In terms of colligatiorsuggest that colligation with
lexical items tends to be outside the node, while colligation with grammatical items,
inside. | propose that structural preference should include more than the traditional
grammatical structuresuch as hesitation and ellipsiBhe definition of semantic
preference is extended to be as broad as possible and | suggest that it is this preference
that frequently informs the choice of semantic force. Discourse preferencesisdutil
as the analysis of theome andgo-grams showed that there were some wee only
found in a particular type of discourse. | maintain that the semantic force is associated
with the choice of the node, and that the semantic force is either rétatia
message conveyed, the interaction between the participants in an exchange, or the
organisation of the messagFinally, | argue thatt is the node not the core that is
relevant when considering the lexical item.

In the last section of this chi@p | discuss the lexical item as a whole. It
consists of the cselection components identified in relation to a particular node. |
then proceed to discuss how this differs
in practical terms, and how it niig be linked tothe other theoretical paradigms
introduced in Chapter 2.

In the final chapter bummarise my research conclusions agtrn to the
research questions, discussing themelation to the research results. | review my
resarch by considenig the lack of empirical datal suggest further research areas
leading from this researcHh. consider how my research might be viewed in terms of
the other theories developed within the corpus linguigéicadigm. | ask if we
should be looking for aew approach to language meaning as it would appean¢hat
still underestimate the syntagmatic axis and esstimate the paradigmatic axi$
end by advocating a more linear approach to langudiethe theoretical integration
of LUG and lexical items
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Chapter 2  The lexical tem

The word lives, as it were, on the boundary between its own context and
another, alien context

Bahktin 1981: 284

The lexical item is rooted in the hypotigeshat much of language is constructed
according to the idiom principle. Sinclair proposed thigrinciple, in conjunction
with the corresponding open choipenciple as a result of his investigations into
lexis andgrammar in the 1980 This was the starting point for the work described in
the English Collocational Studieshe OSTI Repor{Sinclair et al 1970/2004)

The report was originally circulatet the timeamongst interested academics,
and was finally published in 2004. It describes the initiaimpirical analysis

undertaken into a corpus of spoken languiages ma | | corpus by today
using computer software. The report incl
of | anguage representing a particul-ar ar e.

occurrence with ot her Iwhys bé mentified iwttheans [ é]
ort hogr ap hitlere v @arpasshility thdt a wadd which is more strongly
Agrammat ilceadioc alhdéa nwifl | be a,bmbighlyFequerd f a 0
and also have a |l ow abiljtygndo( r edwaeartdst
in the degree of lexicality they display according to the register of language in which
t hey ar e Sinelairetqllar®2604.®, 58, 68).

It is the first of these observations that would appear to becargar to tle
idiom principle, which, in turn, evolved into the lexical gramraad the modelling of
the lexical itemAs a result of his research, and a:
di s cour s ardued thatias corhpatérs permitted the linguist to édénguage
in a completely new way simultaneously across paradigmatic and syntagmatic axes

i they, the linguistts houl d ¢érefrain from i mposing ar
outside until [they] have had a chance to look very closely at the physidakavic e 6
(Sinclair 1991 xviii, 2 9 ) . He advocated moving toward:

paradigmatic and the syntagmatic dimensions and allows the description of the
|l anguage to remain sensail?4).vhes thoe theoatyhsd &
distinction between grammar and lexis is a very basic model of language [so] there
would be no motivation to reconsider it unless new evidence gave rise to concern
about it €incaic 2004 16%).y However, ¥ examinirg the concordances
of words he established that at any point in the development of a text it is constructed
either using th®penchoiceor theidiom principle. There was now new evidence that
gave rise to concern about the traditional distinction of syntax and lexis, or, to be
more precise, the influence of the paradigmatic and syntagmatic dimensions on each
other.

At this stage Sinclair envisaged the two principles as discrete eitilidsh e r e
should be no shading of one into another; the switch from one model to the other wil
be sharpdéd (Sinclair 1991: 114), but he | a
be part of a continuurin &wo conflicting principles of organization which between
them produce arich o nt i thatmave® fromthe terminological tendencyo the
phraseological tendendyinclair 2004a: 29) With the open choice principle, at each
point in the text there are a large amount of options available to the language user to
choose from with the only constrailynt bein
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any word can occuré as |l ong as 6l ocal res
contrast, with the idiom principlé h e 06 | wsear gas avgilablelarge number of
semipreconstructed phrases that d@nstitute

Sinclair suggests that when O6any porti
on t he idiom principlebo it woul d be 06 u
grammaticallydéd because when the idiom pri
6 [ any phrases have an indeteni nat e e x t ieternal@exicll variewon § , 6
6i nlteexri c al syntactic variationd and 0some
113) . He goes on to say that &é[m]any wuse
strongcol | ocati ono, O0okewrawi ¢ehdercy at @ go an
and 6in a certain semant i Thes metheaspestsrd nt 6 (
the idiom principle that are tHf®undationto the components of eselectionof the
lexical itemi the core, the collocations, the semantic preferences and the semantic
prosody.

Sinclair suggestghat a lexical item consists of sevenalo r d s , Owi th a
deal of internal v a whema the desdiptiow hinvokels an6 d i s a |
appopri ate category o fa38)bThdcitagon of thefalldorm( Si nc | e
of the lexical item removes the ambiguity of language in that each item, whether a
single word or a number of wordare normally monosemousSjnclair 2004b: 20,

Teubert 2005: 5) Sinclair envisgyes a text as a string of lexical itemsgeach

statistically independent of each of those @dhez sidd wi t h t he interna
assuming 6a centr al rather than a periph
2004 39).

In the following sections, | firstonsiderthe lexical item as a whole. |
describe bw it is identified, laddress a number of points that are related to its
identification and, as a model for explainingganing in language, how it might, or
might not, relate to other linguistic theories. | then turn to each ottmeponents of
the lexical item discussing them individually. | begin with collocation, then
colligation, semantic preference and semantic prosody. | end with the core as |
believethat this presents the greatest problem with the model. Finalypgdly a
brief summary of the chapter.

2.1 The Whole

The customary way to identifhese ceselection components collocation,
colligation, semantic preference and semantic progbdy rot the core)is to sort
concordance lines using the node worthe key word in context (KWIC)Y under
investigation. This then allows the researcher to examine both the syntagmaitic axis
horizontally along each concordance line, and the paradigmatg -axertically,
6scanning for repeatee@xpatfern mhe-Bmetliedsedn t( Ti
2001: 2). Interestingly, he syntagmatic axibas éasin the Saussuriairmodel[ € , ]
what scopr esent in the Jlinear stringd but t
Saussurian modethat is accessible in the mind of thedividual, what is actually
present inother texs (Stubbs 2013: 18)Although it should be noted that, while the
use of KWC gives the ability to examine both the syntagmatic and paradigmatic axes
in tandem, in so doing the texts in the corpus are torn apart. The node word is
removed from everything but a small amount of the text in which it is situated thus
divorcing it fran both the context of situation and the contextualisation of the
speakerds/writerb6s narrative with that of
Sinclair (2003 2004a) advocates taking approximately 3@andom
concordance lines at a time (a screen full), dmaving edited the concordance to
remove any unwanted material suchdaplicates and proper names that are the same
asthe node word, sorting the concordances to highlight pespditerns. Once the
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patterns in the first 30 concordances have been studied hendnajor patterns
ascertainedanother random sample of different lines should be generated and then
examined, and then, possibly anothad anotheruntil no newpatterns emerge from
the dataHe alsorecommends that the concordances are first sortaatdiag to the
words either to the left or the right of the node the strongest patterns have a
tendencyto be closest tohe node. He suggests thaetpatterns to look for are
repeated words (collocates), egped word classeand/or grammatical struates
(cdlligates), and repeated word groups of similar mearigemantic preferences).
And, having accounted for any such patterns, he then suggests that it should be
possible to ascertain how the patterns function within the text (the semantic prosody).
In essence, this type of irstigation is initially empiricallybasedi it first identifies
and quantifiesepeated occurrences or words and wordsgsa, but in its final stages
it relies on the interpretation of the linguist in determining semantfengreces and
prosodies.

It should be mentioned thas corpus linguistics is an empirical paradidy®
reliance on thenterpretation of the linguist is a significant problerh. t i s- a O0nol
statistical techni qued wamreng ef thé ¢oncordasce t he |
lines that yields up notable examples and patterns, not an algorithm or recoverable
procedured (McEnery and Hardie 2012). H
the process as a template to compare and gain a better undiegstainlanguage
across discourseasnd varieties, with a view to then developing new algorithms or
recoverable procedurghis problem could be said to be mitigated.

Stubbs suggestthat al that can be directly observed in the raw data i
sequencd O equencya nd d i s,tamythibgthat iis durthier proposeshould be
considered to be order, where

sequence is a feature of raw data. It is concrete and lingagarin

time for spoken language and in space for written language. It is

observable, and with the help of technology, we can observe the

frequency of things occurring in sequence. In a rough sense, we can

then make inductive generalizations about thesgshitdowever, the

generalizations involve order. Sequence is one exponent of order, but

order is abstract, muitlimensional and not directly observable. It is

a theoretical construct, which relies on interpretation and deduction.
Stubbs 2013: 14

The components of the lexical item can be seen in terms of mdwimy
sequence to order: from collocation to semantic prosoajlocatiors areobservable
within the raw dataand colligatios, while abstract areto a certain extentstill
observableTo identify semantic preferendan intuitive understanding of semantic
fields and the topi c tooidentify beeanticerodody ari s r e c
overview of the communicative purpose of the particular lexical item must be
formulated(Stubbs 2013: 24)l would suggestit is only after the identification of the
collocation, colligation, semantic preference and semantic prosody that thés core
actuallyidentified. Is the core, thereforefemture of order or a feature of sequence?
Additionally, Stibbs seeks to relate the Sinclairian model@gp r oposal s b
ot her t heor i st 3 0 He(sGgestbhatghe adifte@ré co-sel2ckon
componentsintegrate dexis, syntax, semantics and pragmasid6 ( St ubbs 200
Collocation is lexis in a linearsequencecolligation relatesto syntax, semantic
preference indicates semantic fields and text togiod semantic prosody,
06generalisations aboauntd tahtet istpuedacksg¢orHE(sS teuvbabls
does not mention the corede also suggestthat the distinction between semantic
preference and prosody can be likened to that between locution and illocution
associated h speech acts (see Austin 197%5le also argues fan additionalsixth
co-selection componerdf the lexical item ofdiscouse managemerguggesting that
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semantic prosody actilya has two aspects (Stubbs 2011D). One is illocutionary

force and the other discourse manageméntl)( However, | am inclined to not
include a sixth category as it probably only becomes nece$smg has the desire to
create equivalence between Sinclairés mod
defined as the reason for using the lexical item, then the reason for using the lexical
item could well be to manage the discourse other word, if the reason for using a
lexical itemis to male a complaint, oto give emphasis to the narrative focBtubbs

would classify theformer assemantic prosody and the latter, discourse management
(Stubbs 2013: 10) However,| am suggesting that if theemantic prosody is, as
Sinclair (2004) states, the reason for using the item, both reasons can be classified as
semantic prosody

Stubbstakes this relationshifp speech act theofyrther by suggesting that
by moving from adescription of the lexicatemt o an expl anati on of
norms are repr oduc e d(Sthbps 2018:fan empirical finkr a s a |
could be made todétSkarkeéaticomcept aofsoci
ontology by linguistically representing certaicfa s as exi sting, thus
(Searle 2010: 87While | would not disagree that this would be a great achievement,
| am more disposed to argue flanks with Carer (2004), Pennycook (2010and
Wray (2008)

Carter argues that language aarh t i mat el y be seen as cr
matter of revision as well as vision, of smembering as well as disembering and
orrecreation as wel | aa48). But, kealsd aggued that famllelt er 2
to these creative compositions exésta r a n geer eoaft i nvoen formul aic
t h sthbiistand routi ni sed c¢ onamiB3).i Healsoisoggesty Car t e
that some of the f ofrfmucliaeinct |eyx pfrleesxsiibolnes ianr
open to creative reconfiguratiofSarter 2004 129). This, | would suggestould be
seenag ompar abl e ideawf ldBguage bemd arganised according to either
the open choice or the idiom principle. The open choice could be said to represent the
creativity of language, arttie idiom, the stabilisation and routinisation of language
evidenced by the lexical item, bearing in mind t8atclair suggestthe lexical item
can have considerable variability within its constitution.

Likewise, Pennycook appears to take a cornedjpg view point with regard
to language. He contends that language is a local practice, a social activity that is
embedded in locality, whetgoth repetitionand creativityin discoursear € t he O6nor
rat her than t he exc eptAganntlie creaivitynohlgnguage k 2 0 1
could be said to be represented by the open choice principle, and the repetition, the
idiom principle. Pennycook al so suggest s
adhere to or break, but rather, the repeated ssdation of form as a result of
ongoing discoursed ( Pe that granonarks pdduded with 4 1) .
the repeated sedimentation of forfimks the paradigmatic with the syntagmatic
dimension, as, of course, does lexical grammar.

Wray approachslanguage modelling from jgsychological perspectiveShe
proposes that language consists of Morpheme Equivalent Units (MEUS) which she
defines as

a word or word string, whether incomplete or including gaps for
inserted variable items, thas processed like a morpheme, that is,
without recourse to any formeaning matching of any sydarts it
may have

Wray 2008: 12

This, | would suggestcorresponds to Sincldirs asserti on t hat t he
vary internally and ar s eqiivaemt noad rhoyphemmo n o s e i
although it should be noted that Sinclair does not make any claims as to the
processing of languag&inclair 2004a: 55, 20). However, where Wray and Sinclair
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di ffer i s that she has r emeptofaatlanguage wi t h
continuum conceptualised by the terminology tendency and the phraseological
tendency. She questions whether the continuum model is adéquatens of the
processing of languaget o account for both catigymti ve f
arising from preferred ways She buggestsythatn g t h i
| anguage users-mappe n@gmwulotfi glhee parme i nf orn
(Wray 2008: 15). Phrases can be both stored as wholes, and stored as theaindividu

parts. The language user processes language on a Needs Only Analysis (NOA) basis
where input is first checked against known lexical units and only if some variation is
identified does the user undertake additional analysis of the unit (Wray 2008n17).

this way, the pressure on working memory in4t@ak can be minimised (Wray 280

69) . She anticipates that MEUs shoul d be
should be able to be oOreliably identifie
agreedn the diagnostic criteria (Wray 2008: 107).

2.2 TheParts

2.2.1 Collocation

Collocation is, at its very basic, the propensity for vegamassociatd¢ogether.The
customary way of determining collocates of a word is by generating concordances and
identifying them vith refererce to the node word either iyequency of occurrence,

or by calculating the statistical significance of theaozurrenceusing appropriate
software Once they have been identified they can either be used as part of the
description of the worar words under investigatiomr they can be used to create
additional concordances that include these collocatesthére is no specific fixed
relationship between a word and its collocations, bar the fact that they occur in the

same text, it is probablt h at coll ocation has a o6l imite
(Barnbrook, Mason and Krishnamurthy 2013: 172). What collocation does do is to
give O6a good initial i mpression of the me

available fom concordancd i nes 6 signdichnt doiieakthroughs in such
paradigmsas corpus based lexicograplilyid).

With regard to the generation of collocationsr those who advocate a
statistical approach to determining collocations, there is some scepticism rggardin
the methods available. There are at least 30 plus association measures but there
would appear to be little work done on validating ahthemet hods déagai nst
from corporae x t e r n @llquirdaad Gré§2009: 17) As Gries maintains, there
are &orpus linguists who pretty much argue for trying different ways to modify
existing measures and pick whatever vyiel
(Gries 2010: 6). There are also a number of weaknesses inherent in the current
associatioomeasurein thatthg 6 hi de much of the interestin
includingt he 0 di red cftptoehmadbendy pf associations across corpora
or parts of corporaand,there areproblems associated with extending the measures
for multi-word units (Gries 2013: 159)In addition the statistical measuresso
depend on a normalistribution, rather thanthe Zipfian didribution of data that is
inherent in corpora. A Zipfian distributionésa very s ke wKidarritfi str i bt
2002: 112)n thatthere6i s a constant | inkage between v
T where the word occurs whethe words in a text are ordered based on their
frequencyof occurrence (Scott and Tribble 2006: 27). A word list will confawvery
small number of very highly used itemand a long declining tail of items which
occur i nfibide kp orden to laddr@éss these issues, G{BE:L3) proposes a

new measure for collocationP. This measure isnore sensitive thmthe more
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traditional measuseka s O6it can tease apart which coll
strongest or weakest attractions or reuisin comparison with the otheollocates;
0i t i s not a so sldeg ot réquire @ marneal distebsitiord andlso
6provides directionality informationé (Gr |
Whether this new measuresal addresses the additior@ncern thasome
association measures have asthatancaperate y t o
highf r equency words6 thus often excluding ¢
unclear (Biber 2009: 287). This tendensyggest anunder | yi ng assumpt
collocations are combinations of content words, while a lexicogrammatical
combination of function word plugbdgontent
This researchmaintainsthat there is no differencet is as important to considéne
functionword collocates as it is to considgre contentword collocates.
Sinclair is also sceptical about association measinesays

Over the years | have become more and more suspicious of these
tests. | may still use-4core for my dayo-day research in the
absence of anything more plausible, but | have lost most of my
original mnfidence in it and in other statistical prooess. If
something like the coccurrence of two or more words is statistically
significant, this tells me that there is but a small chance of it being
accidental. But | donéayt Orepfphect it
worrying aspects from the very beginning, what really made me
suspicious, was the frequent finding that the actualaowirrence of
words in texts is many times the prediction that is madeaon
statistical basis. Not just slightly over thstimate, but hundreds or
thousands of times more frequent than the expected. Statistical
prediction basedrochance seems just irrelevant

Sinclair et al1970/2004 xxii

However, whatever the potential problems associated with the identification of
collocates,what collocation studies have shown is that there is a good dfleal o
vocabulary that is 6to a greater or | esse
the emphasisds been shifted from single words to muiirds as holders of meaning
(McCarthy and Carter 2008).

With regard tothe application of collocation: itan be considered to be
frequent ceoccurrence with or without sign@anceof two or more words so any
process that identifies words that-@ocur frequently could, | would suggest, be
considered to be a process that is generating collockteally, | would suggest that
when theconcordance lines are generated wheléocates are beingused as part of
the nodedt would be helpful to term then @seset collocationgn order to distinguish
them from collocatioras part of the descriptioof the function of an item under
investigation. In investigating the lexical item, thissearch draws on both concepts.

2.2.2 Colligation

Colligation is the cepccurrence of word classes or grammatical structures with the
node word(Sinclair 2003: 17h However word classes are abstract entities that have
been predefined in traditional lingistics and, as suchwor k agai nst Sin
observation that O0the corpus seems to be
of the notion of w o r. ¢5 it editimatestien,t¢ (Bé themlina i r 20
the description of the lexical itém

Word classes themselves are broadsentially abstractcategories that
depending on the theorist defining theran be classified differently For example,
Jespersen (1924: 72) uses the categopné f or t he | arge c¢l ass of
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andafl ect i ves arisubdantived would Iseimora soidmonly classified as
nouns, and adjectives and substantives are, more commonly, considered to be separate
word classes. (Admittedly, by classifying them as part of a larger class of nouns,
Jespersn goes someway to solving the problem of substantives/nouns beingsused
quastadjectives, saere is some merit in so doing.)

The investjation of spoken corpora has resulted in a suggested overhaul of
word class categories. It has ledthe identification of an additional word class or
classes. Carter and McCarthy (2008)mit this additional word class tdiscourse
markers and relate it to the different word classes of nouns, verbs, adjectives etc., but
Biber et al (1999) statehe wad class includes alhserts (incorporating discourse
markers) and defines it as an additional type of major word class to be included with
functionandlexical words.

According toCarter and McCarth{2006: 208) a discourse marker is a type

of pragmatc marker an i tem that operates Odbédoutside
and which encodes speakersdéd intentions a
markers also includstance marker6 i ndi cati ve of Ospeakersodo
the message)hedges( al | owi ng a speaker to be 61 es

messagesyandinterjections( i ndi cati ons of d6éaffective re
di scofbd)s @b )scourse markers can be words o

rather than a gramrhai ¢ a | categorybo6,; their functi on
di scour se t o one anot her 6 oargardishtierc and n g 6c
management 8, and they also can be used to

feeling towar dGartet dameke McCanthy 2006 2Q@9; 2d AHéwever,
Carter and McCarthy suggest that as lexical entities, there is a problem in categorising
them 6in terms of the conventional word
suggest that they should be consided t o be 6a class in thei
McCarthy 2006: 209).

The position of Bibert al (1999) could be considered to be more radical.

They define inserts as staatbnewor ds t hat are wunable to
relations with other stst ur es 6 and are o6versatile in t:
r ol es det al1B99:b1@8R). The inserts includéscourse markeré si gnal | i ng
transition i n t he evolving progress of

relationship between speaker and hearer, and messaigg)ections (exclamatory

and Oexpressive ofgreetings arsl faewekseattéhtoigealsnot i on 6
(6attracting the atrespandeifoons 6ofr i eheaaddr es:
responses to a previ ous, hesgames(r kp abuys ea fdiilflfee
polite speectact formulae( r out i ni zed 6 conventhankingal spee
apol ogizing, request i exgetivesftaboo amdl moderate)u | at i r
(Biberet al 1999: 10821093). And they state that inserts should be considered as an
additional class to the two major word classésnction and lexical words.

Sinclair makes the point that o6the col
any nor mal word cl assesb6 ( e, n,ofl tarndand.1 99 9 :
He suggests that instead of assuming that these words can be forced to fit into
traditiond word classes, corpus evidence suggests that they are each in a word class of
their own that shares O6some of the defin
showing either uni que wusage patterns or
1999: 166).

Recent corpus based language investigations wailsd suggest that the
traditional word class categories are in need of some revistimmston and Francis
statet hat words are not classified because t
to thedam&ybuwtre classified because of the b
Francs 2000: 197). \Wird classes have sets of patterns that are associated with them,
and that these patterns 6éare timeontrasist con
to deternmation by common morphological or semantic features (Hunston and
Francis 2000: 179)] would arguethat if word class is dependant on the grammatical
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patterns (or structures) in which a word is found, then if one is identifying colligation
as ceoccurrere of word class or grammaticatwgtture the whole definition process

is circular. Possibly me is defining something on the basismhat one is seeking to
define?

2.2.3 Semantic Preference

There would appear to be little consensus as to what semantic preference actually
entails as it has been definadd redefined a numbers of timesibsequent to the

initial proposal by Sinclair. Willt ake Sincl airbés deftheni ti o
cooccurrenceo fwoar ds of a particular meaningd r
node word (Sinclair 2003: 178). | Wthen introduce and discuss a selectiootbir
definitions relative to this definition.

Stubbs suggests that semantic prefeénc oncer ns propositi on:
is an indication of the topic of the text (Stubbsl201Q. This characterisation is
probably a little broader than that of Sinclair who suggests that semantic prefsrence
the predilection of the node word to banging around wittwords of a particular
meaningand, as such, says nothing with regard to. téxtinclude the notion of topic,
would | suggest, extend semantic preference to recognise semantic sets associated
with the particular text. The allusion to He propositional content relates to the
position that Stubbs takes regarding the equivalence abthelection components of
the lexical itemwith speech act theory. As | have indicated, | am inclined to associate
lexical grammar with the theoreticabscesof Carter (2004), Pennycook (2010and
Wray (2008) although | would not disagree that semantic preference within this
context is an indicator of propositional cent of the text in question. Alsasthis
research will show that lexical items che register specifidt could be said that the
semantic preference exhibited by a node word can be dependant on the topic of a text.

On the otherhand, Hunstod ssuggestionthat semantic preference (or
6attitudinal preference) should be used 6
me a n (Hargtdén 2007: 266Wwould appear tmarrow the definition to those words
of a particular meaning that have an evaluative functislowever if evaluation is a
broad cover term for the expression of t
towards, view point on, or feelings about the entities or propositions that he or she is
tal king about d ( Hun s,tsemant araferenck ipassibfy shifte 2 00 0
to a more pragmatic rather then semantic phenomenon.

Bednarek suggests that collocation should bedsvided into positive and
negativecollocation and semanticollocation,and argues that semantic preference
should be sd déas a cover t e r raccurfing and sirhilars e f r e
(6di ffering only i nlocdtienglmpleeomen@ddnatel@@d er al i t
121). As such, semantpreferencec an be considered to be 6
observable by ldoi ng at corpus evi dentiakdthat(ttlse d nar e |
definition is interesting in that it perceives collocation as something more than just
words intext; it can have a grammatical aspedtam inclined to keep this notion
under consideratigrbut still favour the idea that the lexical item has potentially five
co-selection componentas it allows the linguist to distinguish between those that
relate to sequence, and those that relate to order (Stubbs 2013).

Hoey introduceshe term semantiassociation instead of senti@mpreference,
although he regards them as interchangeable (Hoey 2005: 23). He defines semantic
association as the propensity for Oevery
with particular s e ma n5). i This defnitis) Gextefddheey 2 00
Sinclair definitionby including the explanation as to how semantic preference can be
explained in terms of the producer. It is not the node word that is primed for semantic
preference, but the person is primed for a particular semantic preference with a
particular node wordThis research does ngtek to hypothesise about the production
of language by a speaker or writer.

n
e
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To Xiao and McEnery (2006; 107), semantic preferehas a distinct
coll ocational meani ng t h(Xiao anddMcEhery 2006:at ur e
107). They see semantic predace as distinct but interdependent wi#mantic
prosody which, theystate, has a distinct collocational meaningthétés f eat ur e of
node (b dAdain, this would appear to narrow the definition supplied by
Sinclair, in that they suggest that semantic preference is specific to the collocations
that have been identified, rather than theocourrence of words that, taken together,
have the same meaning. In other words, the collocations of the node word are
idertified and then the semantic preference is ascertained from these collocations,
nothing more.

This research will use the original definition of semantic preference given by
Sinclair, but will take into account that there couldifdgerentdiscourseand variety
differences and hat collocationmight be considered to be sdlvisions of semantic
preference. Semantic preference is the predilection of words that mean much the
same, regardless of word class, to associate on a regular basis with a hode word.

2.2.4 Semantic Prosody

There would seem to be considerable confusion ashtit semantic prosody &s

researchers would appdarbebringingi nt o pl ay an amal gamati on
positionsd on semantic prosody o6without 4
(Stewart 2010: 3)l would suggest that the initial confusion stems from the differing

account proffered by Louw (1993) anch8lair (2004a).As Stewart states

Although semantic prosody has been assigned certain features which
would appear to be common to almost all accounts of it, it is
nonetheless the case that the first two exparafrgemantic prosody,
Louw and Sinclair, dgcribed it in very different ways. Most
subsequent contributions on the subject contain features of each of
these descriptions, and some may be crudely divided into those
influenced primarily by Louw, and those influenced primarily by
Sinclair. It is nomal that as a concept develops, it will be approached
and discussed in several ways, but the impression is that single
contributions do not give sufficient stress to the degree of difference
between these main approaches. As a consequence, the appellation
6semantic prosodyd has become somet
breadth may deceive those anxious to find out more on the subject.
Stewart 2010: 159

A variety of solutions have been put forward in order to resolve the problem,
which, | would suggesthave in turn created more confusionThese include
contributions fromLouw (2000, Whitsitt (2007, Hunston(2007), Bednarek (2008,
and Stewar{2010) Also, Hoey (2005) has introducednother concephat is akin,
but different, to semantic prosody thiae terms pragmatic association. This too
would seento haveintroduced even more misunderstandifay example, as found in
Ellis et al (2009, andMorley and Partingtori2009)
The concepbf semantic prosodyvasfirst describedby Louw, although he
credis Sinclair with suggesting theerm (Louw 1993: 230) The word posody is
used in the same way as OFiirctanl wucsoeldo utrhien gw
transcends6 segment al (bdpawmdaemasbdic because It
meanin@ (Sinclair 2003: 117)) Louw demonstrate both the role of semantic
prosody in the use of irony and insincerity by speskerwriters, andhow it can be
used to grade suasive writifigouw 1993: 230) He stateshat semantic prosody can
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be identified romhe Ohabi tual coll ocatesd of word:s
colour their meaning so it can no longer be considered in isolation when used without

these collocations (Louw 1993: 234). He suggedtet semantic prosody is a

reflection of Geither pejoratie or ameliorativec hange s & a distosicalr esul t
refinement through language changeuw 1993:238): in other wordsas a result of

language change wis can become associatetth either negative (pejorative) or
positivemeaning (ameliorativeDncethe semantic prosody of a word, or sequence of
words, Otperse dourfi fniac ithe nword, wr sequience,canl bg Gsed to

create ironic meaning by prosodic clastdeliberate usage running counter to the

semantic prosodfl ouw 1993: 234)He thensuggesedthat where this typef usage

is not deliberate, it is not just a slip of the tongue but an indication of insincerity in the
speaker or writerliouw 1993:239). In establishing that semantic prosodies occur as

a result of pejoration or ameliorati he goes on to claim that suasive writing can then

be graded according to the 6égooddé or Obad
semantic prosodies tend to occur togetltbeyd h u nt i Louwd208:239). dn (

essence, he defines semangrosody as a collocational phenomenon that shades the
meaning of a particular node word to be e
one semantic prosody there is likely to be another close by.

This is somewhat different to the Sinclairian approac8inclair views
semantic prosody as O0somet hiinsgowghowthee t o t
rest of the item is to be interpreted fu
string of woliidisnotjput $otuse énnaeviabtescému ni ¢and i on 6
without it, it would be difficult to integrate an item with its surroundiig§eclair
2004: 34). It is the semantic prosody of an item that dictates why the item was
chosen, over and above tcharsemanirze ptéf
2004: 145).ts meaning is attitudinal and often pragméitiid). He believeshat one
of the most important contributions thebrpus investigation has providéds &6t he
recognition that semantic prosody is a constant feafureb e xt 6 ( Si.ncl ai r 2

In a later paper Louw seeks to resolve any possible confusion over the
definition of semantic prosody. He-eenphasises the importance of collocation in
identifying semantic prosody:roximidyosaays it
consistent series of collocates6é6 and shou
| anguage corpor a r at-states that dftannseniamti¢ prasddiesv el y 6
are o6positived or Obénegat i ve dosodiescre mech al s o

more frequentod (heswr 2900 hat iHreo nrye i s C
del i berate injection of a form which <cl ac
coll ocatesd and where this is eifitynchther er t ent
producer (Louw 2000). However, he also stdteh a t t hey fraatureds e 6 f r
[ emphasis in the original] contexts of si
effect, del eted the O6éhuman par teplacihgpant s

them by O6édesirable or ubhat, evberer santething hasu ma n
occurredi 6 caused or 1 shatanedntatihae theu coritext of situation is
incomplete or fractured (Louw 2000). | would suggest that this additional refirttem

to Louwds definition of semantic prosody
definition. Louw perceives semantic prosody @s aspect of the collocations of the

node word that imbues it with, predominately, fracture and negativity: and Sinclair
perceives semantic prosody as a major function of text production that indicates why a
particular item is chosen in conjunction with the node word, which is not necessarily
associated with collocation and/or semantic preference. It is not really s\gphat

attemps have been made todefinesemantic prosody.

Whitsitt says that semantic prosody, a
at | east t hr ee, distinctly different ways
he suggeystwi déissprweeardd and O6treats semantic
of connotatiod ( Whi t s i tHeis ¢rifical ®f,the ®@n5t3elf, taking theew
that the idea of a phonological colouring on which Sinclair/Louw based the term
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semantic prosody igot carried beyond the immediate environment in which it occurs
i the vowels inAmenonly have a nasal quality when in proximity to m and n, so
neither should semantic proso@whitsitt 2005: 291) He also makes theoint
(perhaps a little melodramatidalbut it is worth quotingjn regard to the definition
supplied by Louw (1993, 20p@hatit appeas that

[the node word that ismbued with meaning, is empty; or, to put it
another way, let us return to the story of semantic prosody, which is
that of aword-form which is inexplicably empty, or perhaps not so
much empty as weak and innocent, and suddenly finds itself (could be
Ahersel fo) inexplicably thrown into
made  of unpleasant words which afiewise inexplicablyfull of
themselves, and cannot help themselves from pouring their negativity
into any empty form which is near them. In this world, proximity
clearly leads to promiscuity, but the flow is always -@r&y, form
strong, full, bad words, into the weak, emypthnocent forms, which
are incapable of resisting the force of bad company, to which they too
will soon belong, and from which they can never leave, ever again.
Whitsitt 2005: 292

What Whitsitt does not do is to suggest how the dichotomy between Siactiir
Louw might be resolved. The different approaches that have been taken are discussed
at length by both Hunan (2007) and Banarek (2008) as they attempt to settle on one
or other of the definitions.

Hunston advocates regtirsi atsiengoft het tteor n
di scourse function of a unit of meani ng¢
articulated and is not Hartsters 20¥r2668) $he 6 negat
also advocates the use of semantic preference, or attitpdma f er ence, t o o6r
frequent ceoccurrence of a lexical item expressing a particular evaluative
me a n (ibid)g While Badnar ek st ates that semanpléexi c pr o
attitudinal and/or functional meaninfer italics] of lexical itens 6 and she bel
t hat it is O0crucial to uphold [ Sinclairs:s
semant i ¢ whemr csemamtiy freference is associated with collocdation
semantic or negative and positive collocati@ednarek 2008: 131, 132121).
However, although both these |inguists ar
be the one that is utilisedtherssuch asStewart(2010) disagree Confusion still
would appear texistadditionallyconfounded bjHo e y 6 s  assoniatim andhis
pragmatic associatiqitllis et al2009,Morley and Partingto2009.

Hoey (2005: 23)stresses thathere would appear to be two accounts of
semantic prosody in operatignL o u wd s a n d anfl irather thani optigsfor
one or the other hatroducestwo new terms, semantic associatioand pragmatic
association. Semantic associatioreisactly the same asemantic preferencend
pragmatic associatiomyerlapswith, but is not the same asemantic prosodfHoey
2005: 23, 157) It occurswhen there is an association of a word, or nested seguen
with similar pragmatic meanings (Hoey 2005:.26)

Elisetal( 200 9 : 89) examines O6the psychol in
of the phenomena of collotkabn and semant idefinepserasticdy 6 .
prosody in a similar way to Louivtied to collocationLouw 1993, 2000). They say
it is O0the gener al t-ceaurdvehreithgr neghtiveoreposttnei N wo
expressiono, but t hey us ei setin,if ardep to s exan
elucidate their point (Elligt al 2009: 90). They also explain that Hoey classifies this
as semantic associatioibifl). Howeverwhile Hoeywould classify this as semantic
association, he is at pains to point out tha his semantic asso¢ciaa on and Si ncl
semantic preferenc@ot semantic prosody, thate interchangeable (Hoey 2005: 23).
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It is strange thaVlorley and Partingtort | a i m orpub lenguisti@scseem to
be reaching a general agreement in appreciating the-lgashdpositve-negative
di stinctiond as an/semanticieligcousé proscalydiley ani ev al u
Partington 2009: 143; see alfartingtonet al 2013: 58), as the evidence might
suggest otherwisd.hey suggest that semantic prosody is a paradigmatic phenomenon
that has a diachronic dimensi on. 't rel a
that of otler biological organismsto evaluate things as good or bad (Morlayda
Partington 2009: 141 They say that it is essential to survivhld). It would appear
to havea n 6extraordinary uni fying explanator
communicationd because it ma i mselextioms eval u
items (where item is #ier a single orthographic word or a muitord unit) that have
the same evaluative or attitudinal force (Morley and Partington 2009: 143, 145). They
say that semantic prosody is in the DNA of an item, is part of connotational meaning
t hat i s Werx pgterssteadh eos of di scour a1 etbh a t [
they sayit can be viewed from three different perspectivdexicalpriming, textual
discaurse, and statistical discoursaidthey sayi t can be Oswidetnched of
or exploitel by (Morey s@rid Partington 2009: 149, 151, 142, 146).
Diachronically, they suggest that there is an interaction between items and semantic
prosody that al t erssugtghees taéipornismionfg ainn sittreuntot
and Partington 200951).

It is surprising howMorley and Partington portray the position Hoey takes
with regard to lexical priming (Hoey 2005He states thatemantic prosody overlaps
with but is not the same as pragmatic association (Hoey 2005:T283 undermines
boththear cl ai m t hat semanti c poff,ooverriddere ©r c a n k
e x pl oi the daiin foa semantic prosodies to be part of the diachronic process of
language chang@orley and Partington 2009: 146)They support their arguments
with lexical giming theory, but in so doing make claims for lexical priming that do
not appear to be supported by Hoey.

Stewart proposesontary to Hunston and Bwarek,t hat o6di scour se |
should be wused O6to denote 't heprooSsiondcylbaitro

denote the &6Louw i nt er paseggests thad thebconfuSane war t
is such that semantic prosody either 6
utteratncse®damnr 6aur ad, Ofharhecadn i nogsdh a(detbe warr té

He argues that semantic prosody has emerged as a

a phenomenon/feature/meaning which extends/stretches/ranges/is
spread/is dispersed either (i) over/across a(n extended) unit of
meaning/unit of language/discourse unit, @y @ver /across more
than one unit/several units.

Stewart 2010: 51

He questions the nature of the units under discussion and what might be intended by
the metaphors such as stretching or spreadbid)( He is also concerned that the

O0typicalonprods drhteatcioncordancedé privileges
suggesting that this is one of the greatest outstanding problems for semantic prosody:
what is semantic prosodyds relationship w

This research i show that this is indeed the case.

2.2.5 Core

Semantic prosody and core are obligatongetection components of the lexical item,
and collocation colligation, semantic preferencare considered to be optional
(Sinclair 2004:141). All but the corare icentified using concordance lines that have
been generated around a node word or wadd as such are identified in association
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with the node However it is noentirely clear how the core is to be identifiadhat
it constitutest &mhas eidvid).Wieloelcasdandfthe hobdeeonei
and the sae thing as some might suggestare they differen{see Stewart 2013:
163, Xiao and McEnery 2006: 107

The node is the word or words that are fed into the computer software in order
to generate a concordeefor examination of KWIC This type of examination has,
possibly, placed the node as central to the classification of the lexical item which, in
turn may have unahietarehical approaah whigh regards the ned 6
as the centre of attention and the words associated with the node as being in a
subordi nat e r(@heénget al 2006s414). 7 histwould isuggest thahe
node is essentially part of the toolkit for identifying gi¢al itemand once the lexical
item has been identified it becomes superfluasthe coreisbt he evi dence o

occurrence of the it enm4lp Fhe aoregahnotlinelde ( Si nc |
collocation, colligation, semantic preference or semantic prossdyt & a ce

component of these ebe |l ecti on component s. déthat can i n
are either invariable or subject to certa
The wvariations that are per mibershgppdf aar e gr
speci fied grammati cal cl abds or a |l exicali:

In effect,it would appear that Sinclair might be suggesting thatcore is an
extension of the node allowing for variation of the inflection (plural, tengeaatior
substitution of grammatical class words witle equivalent grammatical word ar
lexical word. However,he also states that whereas it was traditigrpresumed that
different forms of a lemma shared the same meavinge ar e now begin
discoverthat in some cases, if they did not share the similar spelling, we might not
wishtoregr d t hem as being instances of the sa
seems to contradict the idea of the core allowing for variation of the inflection.
In essene, ly generating concordances of a particular node, a potential
lexical itemcan beidentified but the node is not necessarily a fixed feature of the
lexical item. Having identified a potential lexical item, it is the semantic prosody that
will identify subsequent forms of item, and thus identify the edreh might include
inflectional and grammatical variatiomhis would suggest that thede and the core
do indeechave separate identities where the node is a feature of sequence and the core
by the rature of its identification, order.

In summary

The main theoretical points that have further relevance to this research are
summarised belowThe chapters that follow describe the research | have undertaken
and | discuss further these theoretical it light of my research findingsi
Chapter 8.

1 Concordances allow the examination of language across the syntagmatic and
paradigmatic axesimultaneously

1 Sinclair states that the lexical item consists of fiveselection components, two
obligatory andhree optional. The core and semantic prosody are obligatory, and
collocation, colligation and semantic preference, optional.

1 The coeselection components go from sequence to draedlocation to semantic
prosody. Sequence can be directly observedard#tia, but order is a theoretical
and its identification relies on the interpretation of the linguist.

1 Theoretical links between Carter (2@D4Pennycook (2010) and Wray (2008)
have been suggested.
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For the purposes of thigsearch two types of collocation have been identified
pre-set collocation and eselection collocation. The former is a feature of the
node, and the latter is identified as asedection component of a particular node.
Sinclair defines alligation asthe coeoccurrence of word classes and or the
patterns associated with the node.

Sinclair suggests that semantic preference is the propensity for the node to be
associated with a word or words that have the same meaning regardless of word
class. Other liguists have extended this to include topithe propensity for the

node to be associated with semantic sets. Additionally, ialsabeen suggested

that collocation should be considered to be adiuvision of semantic prefence.
Semantic prosody isrpblematical as there are two conflicting definitior@ne

arising from Louw (1993) and the other Sinclair (200Bhis researcHollows
Sinclairés definition that the semantic
item was chosen.

It would appear thahe core of the lexical item is a highly problematical premise.
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Chapter3  Come and Go

the place to which one goes is a plac
which one comes is a place where | am or where you are
Fillmore 1966: 223

This research incorporateboth corpusdriven and corpubased approaches.
However he foundation of this research ascorpusdriven observation that | made
when examining high frequency verbs in the BNChrpusdriven research starts with
minimal assumptions and develops new models from the findings extracted from the
corpora, in contrast to corpbssed research whiclncorporates pre-existing
hypotheses and ofteaims to validate established models ofigaage (Mahlberg

2005: 17, Teubert 2004: 112Jhe minimal assumption that this research is based on
is that oO0frequency data identidtal2084:. patter
376) so the occurrence of lexica¢rbs at a significantly highereguency in spoken

rather than written discourse would suggest that the patterns they occur in need to be
further investigated using corpora.

Verb | Frequency/million Log Likelihood (G?)
got 932 117320
know 1233 104930
think 916 71946
mean 411 53431
get 995 46650

go 881 35449
say 679 24125
want 572 20109
going 658 16769
put 596 15152
come 695 13389
see 1186 13371
thank 122 12397
like 344 12162
wan-~ 26 9356
look 433 9310
let's 83 8097
saying 180 6386
talking 128 5463
getting 203 4647

Table 3.1: The G? scores and overall frequencies in the BNC of thep 20 kxical verbsthat
are significantly more frequent in spoken rather than written language.

Word frequencies taken from the Britishtidaal Corpus (BNC) (Leech et al
2001) suggests that there ardaege number of lexical verbs that are significantl
more frequent in spokerather than written language.when examinediung 6t he | o
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likelihood ratio or G statisti® (Leech et h2001: 16) Teble 3.1showsthe top 20
lexical verbswith the greatestignificantdifference.It should be noted that@’ score

of above 6.&hows a significance of p<0.01, so the scores shown in the table are high.
Thetop five lexical verls with a greatesignificancein written rather than spokeare
held - with a G scoreof 2381 and frequency oR7&million, becamei 2381 and
304/million, madei 2336 and 304nillion, foundi 2304 and 48million, andseemed

T 2144 and 238nillion. It is interesting thiathe significant differences are not as high
as those associated with spoken language, and they are all past forms!| Wahilkd
suggest that each of the verlisose significantly more frequent in spoken and those
significantly more frequent in writtenvould warrant further investigation of the type
undertaken here, | have chosen to examingdften consideredscomplementary pair

of verls, comeandgo.

I had initially planned to examinknow, tlink, mean, go, say, wanput,
come,seeandlike. | excludedget, gotandgoingasget andgot can be used to form
the passive by functioning as an auxiliary verb (e.g. Béberl 1999: 376, 475) and

going toi s

6pragmatically
an insert (Bibeet al1999: 1083).

a

6common
di al og) é al (9% B9O)r

way

of

mar ki

ng

future

| felt that in having established pegisting
grammatical functionthey were not solely lexical verb&s there would appear to be
some question as to whethégrank can be considered to bestandalone verb |
decided to omit this verb fro the investigation. Thank with you behaves

and

l exically

as

an

Table 3.2 shows the frequency of oatance of each of the verbs the
spoken texts of eachf the ICE orpora, andrable 3.3shows the same in the written
texts. It should be noted that as the ICBrpora all contain the same numiloémwords
there is no neetb normalise the dafar comparison purposes.

Table 3.4g i v e slikelihdod tio orG°st at i st et@®001: 16 e c h
which indicates the significance of the difference betwherfrequencies of the verbs

in the spoken compared tritten components of each ICEBrpora.

It should be

noted that the statistic is influenced by the siz¢he corpora so direct comparisons
with the BNC cannot be madddowever he resits do show that, as with the BNC,
all the verbs have aignificanty higher frequencyin the spoken component in
comparison to the vtten component in all the ICEbpora.

ICE-Can ICE-GB ICE-India | ICE-Jam

know 4751 2525 2307 4127
think 1982 2443 1558 1800
mean 1102 1638 683 799
go 1441 996 1089 1456
say 927 1047 1266 1460
want 1149 738 613 1022
put 626 516 386 409
come 615 674 1059 1078
see 927 1142 1552 1112
like 3683 1742 2003 2454

Table 3.2 Frequency d verb-forms in the spoken ICE orpora.

t

anal ys



ICE-Can ICE-GB ICE-India | ICE-Jam
know 258 308 223 340
think 226 206 85 152
mean 70 77 64 86
go 275 230 251 238
say 211 204 142 159
want 176 145 107 132
put 147 168 111 171
come 216 226 253 253
see 361 442 195 357
like 602 464 609 405
Table 3.3 Frequency ofverb-forms in the written ICE corpora.
ICE-Can ICE-GB ICE-India | ICE-Jam

know 3293.72 1195.97 1256.63 2434.64
think 980.79 1425.58 718,74 1049.65
mean 723.89 1186.17 378.20 409.57
go 465.75 255.41 279.98 548.62
say 242.40 330.81 632.94 743.17
want 458.32 231.02 217.14 465.34
put 156.87 72.43 69.86 27.78
come 71.86 88.36 259.00 270.34
see 80.51 101.13 720.44 161.07
like 1387.80 360.50 325.46 916.60
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Table 3.4: Log-likelihood ratio spoken in comparison to written of the verbforms

As my research progressed it soon became apparent that if | wanted to

examine the verbs, and their correspondingrams at the delicacy | wanted to

achievel would need to choose to examine either one of the higher frequency verbs,

or two lower frequency ves from the list. It seemed to me that it would be better to

examine two verbs rather than one, soc@®meandgo could be considered tceba

pair andare often takerntogether, |1 chose to continue my research with them.
Come and go are often considered to be commpkntaryas hey can be

considered to be

6t he two central v éayarsthearost gewetal, o n
the least explicit, andfrom a certain point of view, the most
distinctive; the least explicit in the sense that their meanings can be
stated without reference tothe char t er of t hethemov e mer
most distinctive in the sense that their meaningsnot be stated

without reference to the directiarf the movement

[ é

Behre 1973: 11.
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Thegeneralityof comeandgo allows them to combine with particles to create
multi-word verbsthat6 behave to some extent either I
singl ewhee e b émeanimg seleclior straddles a major structural bouddary
(Quirk etal 1985 1163 Sinclair 2004 26). For examplein terms of this research
this could be reexpressed asome and go have collocates that wheexamined
together exhibit distinctive colligimns, semantic preferences and semantic prosodies.

In the BNCthe 20 most prolific verbthat includecomeandgoc o mbi ne wi t h oOe
particles 6ut, up, on, back, down, in, ovemdofffia t ot al of 160 comb
create more than half (50.4%j the multiword verbs found by using tagging

software that identifies AVP (adverb or prepositieadVerb)particles(Gardner and

Davies 2007: 249, 349, 342).

Thedistinctivenes®f comeandgoal | ows them to play a p
anc hor agutdiance(Fillmaren1®71/5: 222wher e t he o6t ri partit
bet ween the Il inguistic system, the encod
foregrounded grammati cal | ywoald arguectiat thea | | y 6

deictic role ofcomeandgo canbe seen in terms of tle®-selection components the

lexical item. Deictically,cometypicallyi ndi cat es movement 6fro

| ocati on t mcatiohoer svpiecaek evrebrss a 6, -partyloeatoe nt f r o

to either thel i st en er 0 slocation orsmowradanteaccongpanying either the

speaker or listener to a location (Carter and McCarthy 2006: 69,Ff6m a lexical

item perspective the locations specific and norspecific (third-party) to the

participants are the semantic preferensgeand themovement associated with the

participants or towards their location, the semantic prosody. Likewise, if

deicticallygoistypicallyan i ndi cati on of movement from

| i stener 6s |paty lacatioro(bid), thenagain thehsemamtic preferences

are the locations that are specificand nonspecific to the participants, and the

semantic prosody thenovement from specific location towards a nosspecific

location. In other words the semantic pamly identifies the deictic centiewhere

the utterance is anchoredowever, deictically whenthe movement involves only

thirdparti es, either word may be used O6depen

from the agent 6s or ildidh eln thi® caseptheesemadts vi e w

preference arethe locations specific and nonspecific to the agent and recipient

and the semantic prosodyy indicating the direction of movemeidgntifies whether

it is from the apegrspectve.s or the recipientos
In Sections 3.1 and 3.2, | describe the traditional approach to-wuarid

verbs and to deixjsas well as giving an overview of deictic shift thedrwhere the

deictic centre is shifted from the perspective of the speaker to anotheegiiesp

within a narrative world However, as | have explained above andeamte in the

summary that ends that chapter, | would argue that both can be easily described in

terms of theco-selection componentsd the lexical item. | would suggest thhete

is an advantage in describing both multrd verbs and deixis with the same

categories as it gives an inclusive rather than exclusive description of the

machinations of language. In more traditional linguistic descriptions, deixis tends to

be congilered as an additional rather than integral phenomenon.

3.1  Multi-word \erbs

Multi-word verbs can be groupedcording to the particles associated with the verbs.

There is thephrasalverb (verb + adverbiale.g. come backi transitive and/or

intransitive the prepositionalverb (verb + prepositione.g. go inb), or phrasal
prepositionalverb (verb + adverbial + prepositioe,.g.come up with (Quirk 1985

1161, Biberet al 1999: 403, @rter and McCarthy 2006131), andthere are multi

word constructions hat i ncl ude noundg oargd vaedijre stei 0D,
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mat chd bobé, & othao otf de (Bolingerel@/t: 5Riber@t al 1999:

403. Bolinger (1971) suggest another category of particléhe adprep which |

believe to berelevant to this research. These i par t i cl es t hat oscCi
preposition and adverbé (Bol i negositionshat9 7 1 : 2
one and the same ti me: t hey aringer®élol | aps e
28). It hastwo connections: the first with the verb where it is split from the
prepositional object, and the second with the prepositioinjact where it is now split

from the verbipid).

In contrast to free combinations, where the lexical verb and the particle have a
separate gramatical and semantic status, these rmwutltird verbs arédentified using
both structural and/or semantic criteria (Bile¢ral 1999: 403). However, it can be
di fficult to 6make an absolute distinctio
word verbso, thus it is better to consid
relatively fixed {bid) and presume that all verbparticles combinationgrepotential
multi-word verbsuntil proven otherwise (Darwin and Grey 1999:.7%dditionally,
some that function as multiord verbscan also funtion as prepositional verbs, as
well asfree combinations (Bibest al 1999: 408)

Seamantically, vhile the meaning of the multvord verbs is different from the
independent meanings of each word of the group, each word cordriboieething
recogni zabl e t o t hSnclare@04a i20):gn agense,ttheyehavwh ol e 6
been redexalised as a single unit.Often a multiword verb can be identified by
replacing the combination with a single word verb, but sometimes, especially in
informal situatiors, this can sound like a pretentious circumlocution (Darwin and
Grey 1999: 66).

Structurally, there are a number of it
the different types of mukivord verb combinations, but nemre can be considered
watertight. For example, one should be able to passivise trangitikesalerbs but
where the particles aradpreps it allows nearly all combinations wigjo, but,
excludes nearly all combinations witbme for example

f  he will gointo the subject carefullyfthe subject will be gone into carefully*
f  he will comeinto a fortunetafortune-wil-becomeinte®

(adapted from Bolinger 1971: 7)

There wald appear to be a lack of agreematiout what verb + particle
combinations should or should not be includedthat multi-word verbs that are
included by one scholar may easily é&ecluded by anottr (Darwin and Grey 1999:
75). This research will not seek ttassify multi-word verbsassociated witikomeand
go, but it will discuss them in terms of tlee-selection componentd the lexical item

3.2 Deixis

While comeand go are mainly discussed in terms gpatial deixis this research
would suggest that there is some evidence that they are also usetporal deixis
anddiscourse deixis In addition, there is evidence that, in lnaglio sports reporting,
there are shiftin the deictic centresa(so know a®rigos or zeropointg akin to that
identified in deictic shift theory(e.g. Stockwell 2002Tsur 2008,Segal 1995/2009,
Zubin and Hewitt 1995/2009, MacIntyB®07). | begin this section with a description
of deixis and | follow with an overview of deictic shift theory. This research will, due

2 denotes examples invented not taken fro

% crossing out denotes examples that are normally considered unacceptable



40

to space and time constraints, seek only tavstinat there is evidence of deictic shift
occurring across all Englishes examined within the live radio sports reporting medium
i further research will be needed to stuttys phenomenon in depth.

Deixis is primarily that feature of language that anchors meaning to the
context of the spoken utteranc€&he deictictermé ar e i nt er preted i n r
t he s peak eandtheslocaion bfuhe speakead is known as the deictic centre
(Mclintyre 2007 123). However, it is hagslsobeen argued that this can be extended

into the written | anguage, applying O6equ:
(Stockwell 2002: 43) The coretypesof deixis are time deixi$ 6t o t he t i me
utterance, and to the times before and af

|l ocation of the speaker at tohtete identimef of ut
thespeakeand t he i nt ¢Eillmoeedlo66: 220).Other dexis categories
are also remgnised such aseferential, syntactic andrigo-deixis 6 dei cti cs who
functi on i s to refero S u c h; deictics related moo u n s a
6partveaipadt and, deictics that @menr ate 0§
1995: 21) Or, there aresocial and empathetic deixisthe former indicating the
closeness or lack of closeness of relationship between the participants, and the latter
the psyghological closeness aadk of closeness (Macintyre 20023124). There is
alsodiscourse or, in relation to written texts, textual deixis (Fillmore 1971/5: 259,
Stockwell 20@: 46). Discourse/textual deixisuss ed t o 6i ndi cate or o
some portion or as p e c(Filmard 19%1/B:289dheyganei ng di
used to indicate to the listener/reader what has or is going to fuwdas, in written
texts, Oexplicit O0signpostingd sk as ch
46).

Basicallydeictic terms placeéhe speaker a deictic centre within the context
of the exchange. However, when one extends this to literary or fictional situations it
can be argued that there is a shift of the deictic centre. The dmiaidinates are
not interpreted with reference to the speaker, but they are interpreted with reference
6to a deictic centre sofnewhetkeatwi wai ar € hp
deictic centre that is differenttoourovn ( Macl n124)r e 2007

Deictic Shift Theoryemerged fronthe interdisciplinary work undertaken into
The theorysuggestshata r eader i nterprets a withixt by t
the world of the narrativeb6 (Segal 1995/ 2
6rswalr | d siithe hexet andonovdof the reader and/or author to a particular
location within the narrative that is indicated by the use of deicticstdibid). In
cognitive termspt he reader tracks the shifted dei
placed in the centre, with the deictic centre of the teller fading into the background:
6the deictic structure pr esoupeptoteracional t s o w!
context of the teller and audienced (Zubi
are seeing things 6from the perspective
worl dé (Stockwell 2002: 4 7)ding a nemberqpuent | vy
deictic centre shifts will be required to integpthe narrative (Macintyre 200124),
and this depends on deictic shift cues wi
| ocati ve expr essi ofmhsGesqarBhiwisaggestahiatithe @elgtic 2 : 4 9
shift can also be seen in live sports reporting.

e
f
0

In summary

In the following, | summarise the points pertinent to this research in this chapter. |
further analyse the frequencies of tb@emeand go in Chapter5, and multiword
verbs, deixis and deictic shift are all identified in terms of thesetection
components in Chapter 6.
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Comeand go are among a small selection of verbs that occur at a significant
higher frequency in spoken language in comparison to written language.

Cone andgo are considered to be coraplentary in that they are both distinctive
but also general.

They are general in that the combine with particles to create new verbs

They are distinctive in that they play a major role in identifying the deictic centre
of an utterance.

Deixis can be seen in terms of thesalection components of the lexical item.

In literature or fictional situations there is often a shift in the deictic centre to a
location within the narrative.
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Chapter 4  The Corpora

The complexity of theritten language is its density of substance, solid like
that of a diamond formed under pressure. By contrast, the complexity of
spoken language is its intricacy of movement, liquid like that of a rapidly

running river
Halliday 1985: 87

To begin with, Bglish is an international language in the Commonwealth,
the Colonies and in America. International in the sense that English serves
the American way of life and might be called American, it serves the Indian

way of life and has recently been declaredratian language within the
framework of the federal constitution. In another sense, it is international
not only in Europe but in Asia and Africa, and serves various African ways
of life and is increasingly the alksian language of politics. Secondinda

I say O0secondly6 advisedly, English
common clich® as O6the Bri
Firth 1968: 97

The corpora that make up the IQBrporaare uniquein that they have a larger
proportion of spoken language than veiittlanguagé a ratio of 3:2i that has been
collected to a common, and thus comparable, desighhe corpora are parallel
corporawith the texts compriag the sameategoriexontaining the same amounts of
language. | begin the chapterby contrasing spoken and written language the
difference the capture ofpoken language what,essentiallyis the written medium,
and the grammars of spoken languagé endthe chapter with an accauof the ICE
corpora | first describe the history behind theoject to amass a collection of World
Englishes, and then | explain why | have chosen the particulacé@iorafor this
research. | continue by describing their constituent parts and | argue for viewing these
subdivisions as colonies rather than regsstor genres. | end by outlining how |
prepared the ICEorporafor the research.

4.1 Spoken v. writtendnguage

Writing evolved from speecas6a very far fetched and d
| a n g uMalinewski 1023: 312). Writing evolved as a result acieties requiring
more than just a spoken record: a record that could be consulted that was other than
O6peoplpéssbdbnrekperi enceso; a record that
which it referred?; a r ecygthabe in dnagecouldh s aut
command the arcane art of writingd (Teube
as it is Oassociated with |l earning, rel i
unnatural in the sense that it must be deliberately taughtane ar nedd ( Hal | i
vii, Chafe 2006: 56). Speech came first, by many millennia, and speech comes first in
the life of an individal, but linguistic theory evolved from the written word not the
spoken wordHalliday 1985: vii) There is still a regirement to convert the spoken
word into the written word in order favestigate languageThis requiremenivould
appear to have <created o6éa mismatch bet we
speaking as primary to writing and much linguistic practicetin effect, is biased
toward the written varief(Ruhlemann 2006: 405).
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Corpus linguists currently study spoken language through the medium of the
written word. This can be enhanced with annotation, such as phonetic or prosodic
information, and, vih the adventfomulti-modal corpora, a videar a sound track can
be sequenced with the transcription. It is nevertheless the transcript, with or without
enhancement, which is at the heafrany investigation. N enhancement can replace
the actuality © being present at the exchange: the physical surroundings, the
circumstances leading to the exchange, the behaviour of the individtreds facial
expressions and gestures, the relationships involved, are all, to varying extents, lost to
the researchgfTeulert 2010: 150). tlis impossible in principle to separate what is
said from the setting in which it taks p | a ¢ enp anhofatioh systgm can do
justice to the notinguist ¢ e xt ensi on qTeubért 2016:d67di scour sebd

The linguist must ecept that the empirical investigation of spoken discourse
is, at present, an investigation of an orthographic representation of the spoken
di scourse and not O6how texts are meant by
by their hear e163)06 As(Witensteinr cautio@s@ng Olaim of
knowing what is meant by speakers and what is understood by hearers is mistaken.

He points out that Oothe essential thing a
person possesses his own specimenthaitnobody knows whether other people also

havethis o r somet hing el sed (Wittwlinlsd ef he 200
transcribed record of spoken text cannot
Widdowson 2004: 10the orthographic traces ofh e di scour se can s hc
abstract terms but in an infinity of exa
which discourse communities participatbow communities negotiate meaning in the
hereandnow (Teubert 2010: 170).

The traditional agproach to linguistic modelling posits a
hierarchical/constituent structuré a structure whichderives 6 f r anmact of
abstraction away fropot ent i al u s e dwhichBnormaly thkes1a® i 5 : 24
starting point the sentence or clause, and is inddrby written language. The advent
of spoken corpora has produced spoken language performance grammarsh e
abstracting or modelling grammar by the i
687) i that are based on this traditional approach, butag hlso led to the
development of a different type of gramnidinear grammars. Linear grammars are

grammars that entertain 6the possibility
habitually work with are of a different kind from those that thi fin sentence
grammarsé (Brazil 1995: 13): grammars t ha

the events that comprise [ é] di scourse o
Bot h Br azGrdmtar of Sdoked Bnylishnd Sincl air and Maur
Linear Unit GrammaiLUG) aresuch grammars.

Initially spoken grammars eve divided into thosehat are advocating a
6totally di fferent mo d e | from those tra
(Approach A), andthes whose approach is o6holisticéo
categories, structures, and rules for bot
(Leech 2000:688, 689). The former includdabth the linear grammar approach
suggested by Brazil (1995) andeth wor k o f 6Carter, Hughes

Notti nghama@: 648); theelatthr we&r® 10 e pr e s e n teteat( 10Oy 9B idbb e r
(Leech 2000: 689). Although there are differences in the approaches taken by Biber
et al (1999) and hat of Carter and McCarthy @R6), both the grammars impose a
hierarchy and are orientated to the clause, in comparison to the lineay o f Brazi
(1995) grammarnnd the more recent LU(inclair and Mauranen 2006)l would,
therefore, suggest that the approaches to spoken gramwodst be redivided
accordingly intothe more traditionalhierarchicalconstituemwithin-constituent and
the linear incremerby-increment approach
Biber et al (1999) describe the grammar of spoken language in terms of
traditional written grammamvhile Carter and McCarthy (20p&lescribe spoken
|l anguage in its own ter ms. 0The deescript
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alcloosely fodtdloWw885)Quista that the categor
familiar and unobjectionable to the widestange of grammar user s
Aigrammar of Englisho can be applietd to bo
1999: 7, 1038). Carter and McCarthy, on the other hand, suggest that such a
descriptive framework and terminology that is based oneritframmars can mean
that O&éappropriate terms for describing pa
avail ablebéd and O6whatstmamydabdd cbnsiwdereéedgr
Aist andagrece hibn (L£Larter :8nd). AMcROldemanh gues2 0 0 6
those terminologies based on written | anc
and 6new terms and conceptsd should be us
and constraints which structure speech in
For example, both Biberet al (1999) andCarter and McCarthy(2006
identify situational ellipsisas a feature of spoken language. In sedinmg terms of
written language, Bibeetalst at es t hat it occurs because
contextuallylowinb r mat i on val ued6, which suggests t
grammar 6 these wor ds etvald29:d104 1074). IHowewer, t her e
according to Carter and McCarthy (2008)ipsis is as an integral part of spoken

language. Whenany glisi s occurs o6énothing is Amissi
contai ns] enough for the purposes of con
ellipsis, the speaker does not need to ex

the immediate sitmt i oantéy anfl KBcCarthy 200881). As Hughes suggests

In the spoken channel language users can afford to be extremely
economical in the way they construct utterances. Indeed, were they
to express their ideas in the full
nonnative speakers who tend to cling to full sentences as being
6correctd when their communication
complete clauses

Hughes 1996: 14

Where applicable, this research will employ that terminology that strives to
avoid value judments. However, terminology aside, what is common to both these
grammars is that spoken languageyisically faceto-face,relying on deictic terms
and shared knowledge; it is typically interactive, using, for example, questions,
discourse markers angbcatives; it reflects the interpersonal, expressing politeness,
emotion and attitude; antitakes place in real timemploying such features as filled
pauses and repetitions and-casstings (Biberet al 1999: 10431062; Carter and
McCarthy 2006: 164.75) Also, and this is integral to this research as the two
regi sters ar e being examined by means o

| anguage and written | anguage are not s h
(Carter and McCarthy 2006: 164).
The lire a r grammar s, Brazil s (1995) and

alsoemphasis¢he real time constraints and the interactivity of spoken language. The
grammarsare interrelated. As Sinclair and Mauranen develdpdd, they o6f el

themselves moving evar | oser t o0 Brazil s position (
viii). To them, speech is a purposefatiaty that takes placene word after another
unfolding in time; andj t i s i nt e rcamnunicateye valueiot any itém h e

[ é] negoti paedi bepwaend (Brazi IMaula®ef 5 : 4,
2006:27).

| would suggest that there can be no doubt that the advent of corpora of
spoken language has shown that to solely model language using only written language
is mistaken. Whether froma hierarchical or from a linear perspective, the
investigation of spoken corpora hascovered and continues uocover newdature
of language. This is why the spoken components of thed@pBoraare such a
valuable assets for linguistic research.
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4.2 The International Corpus of English

The ICEproject was the brainchild of the late Sidney Greenbaum. He
envisaged a collection of representative corpora oémifftfiiWorld Englishe. The
term embodieshe pluricentric position thahere ardifferent Englishes that deserve
6consideration and r ec cautoriorhousovarietizssof theut o n o n
| anguaged r at h eigpositibndhat therdis onneomoec eEmtg | i s h 6w

al | its geographical ®:n2dl). EheseWoddlEnglishes i et i e s
aredessentially displaced and discontinuou
[ €] and uni gthey are somathing otherithared@lécts s o met hi ng | e

dependanté (Widdowson 2003: 52).

The projectarosefrom theinitial desire to compare spoken British English
and Amercan Englishbecausethe only existing available parallel corpora the
American Brown Corpus and the British Lancagdsto/Bergen Corpus, contained
only printedmaterial (Greenbaum 1991:)83he ICEcorporawere loosely based on
these two previous corpqgraach having been collected from material produced in
1961 and consisting of 500 texts of 2,000 words d€aldson2009: 737). It was
agreed that countries where English was used ngtamnthe first language, but as an
official additional language should be invited to participate (Greenbaum 1991: 84). It
was also felt that the value of the enterprise would be considerably enhanced if the
spoken also had a matching writmmmponent cdécted over the same time periasl
this would allowc ompari son O6within each nati onal
vari abid. 8yd6deing this they also hoped to s
Acoreodo uni BE@asow2009: 7405 herewdas at ¢he time of conception a
mi ni mum expectation 6t hat the whole of t
concordanced for lexical strings by the end of B{@Beenbaum 1991: 90).

While there argat the time of writing 26 researt teams worldwidevho
have either prepared or goeeparing ICEcorpora when this research began in 2010
there were only 9 ICEorporaavailable for research purpoSesThese werdCE-
Canada, -Jamaica, -India, -Singapore, -Ireland, -East Africa, -Hong Kory, -
Philippines and Great Britain (GB). As with all corpus research (see Chapter 5 for
further discussion) there is a balance between having too much data, and having too
little. In order to try and achieve thbalance | decided to choose four of the ICE
corporawhich are,as stated earlier]CE-Canada,-GB, -India and Jamaica. The
selection is based on their ocltagei OiDyataimd
Mo d el of the evolution of Pomhordeotblbavwei al En
as broad a selectioas possible | have chosen varieties from different stages of
evolutionplus ICEGB. ICEIndia is between stages 3 and 4, {C&naica, stages 4
and5; andICE-Canada is at stage 5, as is {GB.

Schneider (2007: 124) identifies two previous modelsathhave categorised
the different varieties of World Englishes: the first distinguishes English as a native
language, as a second language, and as a foreign language. The second separates
English into those varieties that belong to the Inner Cirafet tnaditional cultural

and |l inguistic basesi 6oafheEnignlsitsi ht-bajfivda Omtaé i s
varietieso, andvBxpandiesgt@Giatcllack offici
restricted in their us e s 0 ests Kat ddihrofithee9 9 2 : :
model s are problematic in that they are
categories of l i nguistic description and

bot h model s have criteria frai ngdtyeglo&]i z 8
probl ematic cases [ é] and neither one has
category exhaustivel yb (Schneider 2007:

4 this information, andhe following information not specifically referenced, is taken
from http://ice-corpora.net, last accessed 30 July 2014.
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6Dynamic Model of the Evolution ofe Postc
emergence of postcolonial Englishes as a-$iage evolutionary progression from
foundation (stage 1), through exonormative stabilization (stage 2), nativization (stage

3), endonormative stabilization (stage 4), to differentiation (stage 5). The
characeristics of each stage are distinguished along four constitutive parameters: the
extralinguistic background historical events leading to the sogolitical situation;

identity constructions resulting from this; sociolinguistic conditidnscontact,

attitudes to language, specific language usages etc.; and, the structural realisation of
these in the grammar, lexis and phonology (Schneider 2007: 31, 33; see Schneider
2007: 56 for a detailed description of each stage of the evolutionary process).

Each ICEcorpusconsists of approximately 1 million words divided into 300
spoken and 200 written texts of 2,000 words eadte texts for the original ICE
corporawere collected over a three year period in the early 1990s (Greenbaum 1991
86). The spoken and witen texts aresubdivided into different categories as
indicated in Table 4.1 below. The number of texts in each category is indicated in
brackets for example, there are 180 dialogues of which 80 are public, and of those 80,
10 are broadcast interviews The authors or speakers are over 18, were born (or
moved to) the country and educated in the particular English vatietyninimum of
secondanschool level ipid). However, it was recognised that there would be a need
to be flexiblse gorudl doat tdras uwhd €] make th
would also be admittédibid). A variety of age groups are represented as well as
both sexes but this does not necessarily equate to the language use in the whole
population(ibid). The spoken matetias transcribed orthographidalbut there are
recordingsavailable of the material to allow other transcription protocols to be used
(ibid).

Private Faceto-face conversations (90)
(100) Phonecalls (10)
Classroom Lessons (20)
A ) Broadcast Discussions (20)
Dialogues (180) z;g;l'c Broadcast Interviews (10)
Parliamentary Debates (10)
Legal crossexaminations (10)
SPOKEN (300) Business Transactions (10)
Unscripted Spontaneous commentaries (20)
(70) Unscripted _Speeches (30)
Demonstrations (10)
Monologues (120) Legal Presentations (10)
Scripted Broadcast News (20)
(50) Broadcast Talks (20)
Non-broadcast Talks (10)
Student Writing Student Essays (10)
. (20) Exam Scripts (10)
Non-printed (50) Letters Social Letters (15)
(30) Business Letters (15)
Humanities (10)
Academic writing Social Sciences (10)
(40) Natural Sciences (10)
Technology (10)
Humanities (10)
WRITTEN Popular writing Social Sciences (10)
(200) (40) Natural Sciences (10)
Printed Technology (10)
(150) (RZ%[;ortage Press news reports (20)
Instructional writing Administrative Writing (10)
(20) Skills/hobbies (10)
Persuasive writing Press editorials (10)
(10)
(Czroe)auvewrmng Novels & short stories (20)

Table 4.1: The number of textsin each categoryof the ICE corpora.
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I will now discussregister and genre in relation to corpora, and the
subdivisions of corpora.Different linguists have different opinions as to what is
constituted byand what the parameters aretloése two termsBiber (1988:22, 13)
suggests that registers and gerdes r e s i niérdnty to differing exteéntsfwith
respect to each di mendés$ toméaocyrrbreapatterasofdi me n s

ngui st;i cT hfoenaptsuorne s(62 00 4 : 40, 42) descri be

I i

recogni zable configurations of I inguistic
register pahd)Fseadmani2ql®d s 6&;0 ) argues O6genre i
uptakeddhascoamnsime event i s a pure exampl e

In addition low does one, especially with spoken dialogue, decide on the
register/genreAs Adolphs states

it is important to identify external categories for grouping transcripts
in a corpus, especiallwhere levels of formality and other functions
are concerned which need to be judged against the wider context of
the encounter. This process tends to be much more straightforward
when dealing with written texts, as many of genthat are used for
written corpus analysis are well established, such as fiction versus
nonHiction, letters versus-mails etc. it can often cover a number of
themes in one dialogue

Adolphs 2008: 6

And when it comes to subdividing corpora, is spoegkeripted (monologue) just
written that is being read or is it spoken language? In thet@forait is considered
to be part of the spoken component but the frequencies afothe and go-grams
would suggest that it is actually writtéorberead and would fit better with the
written componenfsee Chapter 5)

In order to address these concerngjould like to propose that instead of
trying to allocate parts of corpora to specific registers/genres that they should be
regarded as members of colony levels of the specific corpusommora under
investigation(Hoey 2001: 7292). Hoey identifies a group of text6 Ci nder el | ad t
ithat are neglected 6in most text theorie
bi bliographies to Bibles6é (EBloeegx260bHBmi dgB)
characterised aolonie® and t hen proceeds to define t
(Hoey 2001: 75)

I.  The meaning is not derived from the sequence of the constituent parts.
For example no meaning can be derived from the sequencériean a

dictionary.

II.  Constituent parts that are adjacent cannot be considered to be continuous
prose

. There is some sort of &éframing conte

organised. In a dictionary this would normally be some pages of
explanatiorof terms, organisation etc.

IV.  There is no single identifiable writer.

V.  Each constituent part can be used without reference to any other part.

VI. Each constituent part can be Oreprint

VII. Constituent parts akhnebedbdadded, r em

VIILI. Many of the constituent parts Oserve

IX.  The constituent parts can be alphabetically, numerically or temporally
sequenced.

(adaptedrom Hoey 2001: 88)

If one were to consider each text segment of a corpus to be the equiakent
constituent part such as an entry in a dictionary, a corpus would appear to exhibit the
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same type of properties as that of a colony. Meaning is not derived from sequence;
adjacent texts are not continuous prose; a corpus normally (and it is béisepieat

it does) has some form of mefata (headers, manual etc) supplied as a framing
context; there is normally no single writeralthough sometimes in, say, a corpus of
Shakespeareds plays there is a xtscanbel e wri
used in isolation, can be reprinted orused, and they can be added, removed or
altered; the texts serve the same function in that #re being used to examine
specific nuance®f language or discourse; and, they can be sequenced alphabetically,
numerically or temporally. In terms of the |Gfrpora each of them could be
considered to be a colony. However, this alone does not necessarily help solve the
problem of categorisinthe subdivisions of corpora in a way that avoids the potential
guagmire of definition by register and/or genre.

In order to address this, | would suggest that each subdivision of a corpus
could also be considered to be a corpus and so, in a senseibttigisions come
together to create a larger corpus. The EOEporacan be divided into the spoken
sections and the written sections and each section can be considered to be
representative, accordingly, of the spoken variety and th#ew variety of a
particular World English, but taken together they ampresentative of the @vid
English as a whole. If the main corpusfor example, ICEGB, -India etci is
delineated as the colorgvel 1,and each time the corpus is subdivided it becomes
another leel 1 level 2, level 3tc, the subdivisions can now be categorised without
having to refer to register or genre. Using this system, a corpus can be subdivided in
different ways that are dictated by the research parameters; for example if age and/or
gende are the main interest of the researcher, it would have been possible to sub
divide the ICEcorporaon this basis.

This research uses the &éconoorponaasde si gn
colonies. The colonies ageouped as iffable 4.2with the cobnies specific to speech
shown in redand those under investigation in this research bold type

Colonies

Level 1 ICE-GB, -India, -Canada;Jamaica

Level 2 spokenwritten

Level 3 dialogue, monologyaon-printed, printed

Level 4 private, public, unscripted, scripted — nonprofessional writing,

correspondence, academic writing, rewmademic writing, reportage
instructional writing, persuasive writing, creative writing

Level 5 direct conversation, telephone calls, class lessons, broa
discussbns, broadcast interviews, parliamentary debates, legal-c
examinations, business transactions, spontaneous commen
unscripted speeches, demonstrations, legal presentations, bro
news, broadcast talks, néanoadcast talksstudent essays, exaation
scripts, social letters, business letters, académncanities,-social
sciences,-natural sciences;technology, noracademiehumanities,-
social sciences;natural sciencesstechnology, press news repor
administrative writing, skilland hobbies, press editorials, novels ¢
stories

Table 4.2: Colony levels and contents in the ICEEorpora.

It should be noted that, in using this approach, the spoken data is examined at
Colony Level 4(private, mblic, unscripted and scriptednd the written at Level 3
(non-printed and printed), thuthe spoken data is being examined more delicately
than the written. As the focus of the research tends towards the spoken rather than the
written data bcause the spoken component has more instanaesmnafand go and
come and go-grams, | am of the opinion that this is not necessarily a problem.
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However, the quantitative data would suggest that there is a difference in the
frequencies betweethe nonprinted and printed sa more delicate investigation
(non-professional writing, correspondence, academic writing;atademic writing,
reportage, instructional writing, persuasive writing, and creative writing) dwulof
additional benefit

The ICE corporaselected for this research are all annotated te#tiual
markup but ICEGB is additionally annotated witlvord class taggingnd syntactic
parsing. ICE-GB also has dedicated software KCEJP to enable the researcher to
exploit the annotate data. Thetextual markup in the written texts indicate the
features of the original | ayout whi ch in
headi ng, del etions, and typographic feat U
pauses, overlapping stringiscourse phenomena such as false stadshasitation,
and s pe aknhite WordSmith& (8cdt 2015 recognises théextual markup
annotation so can ignore it when generating concordances and lexical bundles, it does
not recognise thevord classaggingor syntactic parsingainnotation.

The data has been both standardised and converted in order that it might be
used withWordSmith6 (Scott 201%. In generating collocations amdgrams to be
compared across corpora it is important that the inpt#t & consistent otherwise the
output data will be incompatible for comparative purposes. A iistdvas geneated
for each of the ICEorporato check that there were no differences, or anomalies in
the data which would impact on the research. It wiasodered that the data
contained HTML or XML symbols, for examp&eacute(é), which were included in
the word lists. All these symbols were removed from the corpdma.additional
problem wasalso identified with th ICEGB of a space before an aposthe where
the apostrophe is in place of letter(s) that begin a wioysl (,6 vé&r e anddéd.iihe 6 d
spaces were removed.

WordSmith6 (Scott 201%is, by default, set to ignore any text within tags <>,
but the ICEcorporaalso has additional content markup and in some cases it includes
words which need to be excluded from the data extraciéordSmithé (Scott 2007)
wasset to ignore editoriiomment &ll words between<&> and</&>), extra corpus
text (all words betwee<X> and </X>, normative insertions (all words between <+>
and </+>), and discontinuous word corrections (all words between <)> and </)>)
WordSmithé (Scott 201% does allow the researcher to access the original source text
from the caicordance linesnd the tags can then be examined. This is particularly
pertinent with spoken language as various discourse phenomena, such as hesitations
and overlaps, can be influential in the interpretation of the Haaever, | wanted to
be able to examineho isspeaking,the hesitationsthe overlaps the anthropophonics
(laughs, coughs etdn the actual concordance lines so the corpora were converted to
allow this usingWordSmith6é Text Converter (Scott 20)15Accordingly, different
speakers are represented bye tlsymbol $ plus a letter of the alphabet;
anthropophonics and unclear words are indicated by double bracketss{{t)}
pauses (,), and long pauses (,,). Speech overlaps are contained in square brackets [ ],
with the beginning and end in curly bracket$ &nd where there is more than one
overlap it is indicated by numbers, such

In summary

| summarise below the salient points from this chapter. | discuss further the linear
approach to grammar in Chapter 8 and Chapter 9. Itadegerm colonies in all the
subsequent chapters.

1 The ICEcorporawere chosen as they contain a rati® & spoken tavritten
language.
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In order to investigate language the spoken word must be converted into the
written word.

The advent of corpora of spoken language has servedaw that spoken
grammar is not necessarily the same as written grammar, although the
consensus is that they exist on a continuum.

This research uses spoken terminology that avoids value judgements.
Typically spoken language is interactive and in real time.

Traditional grammars describe language in the form of a
hierarchical/constituent structure. Recent grammars describe it in linear
terms.

This research describes the different types of languaderunvestigation as
colonies to avoid the confusions surrounding register and genre. It also
advocates this framework for other research as it is more explibitreggard

to the delicacyat whichcorporaare investigated.

The ICE corporachosen represent a broad spectrum of World Englishes in
terms of Schneiderods characterisat.i
The ICEcorporahave beerboth standardised and converted for the purposes
of this research.

ons
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Chapter 5  Organising the data

Thirty year ago wherhis research started it was considered impossible to
process texts of several million words in length. Twenty years ago it was
considered marginally possible but lunatic. Ten years ago it was
considered quite possible but still lunatic. Today it is yegular.

Sinclair 1991:1

Surprisingly, in view of the copious quantity difyital datanow available one of he
recurrent problemin much of corpus linguistic investigation is the sparseness of the
data hérdis no finitd a s e 0 it carhes to wordand combinations of wordand
no O6finit e becyguseas a torpas groves snesize so does the vocabulary
(Wilks 2005: 217)As corpora grow so do the number of new words and the number
of identifiable syntactic rules growibid). This would sugest that in order for any
description of language to be as comprehensive as possible, the larger the corpus the
better. However this, paradoxically, can then lead to there being too much raw data
for investigation and choices need to be made about hghwuld be sortedand what
should be chosen fonvestigation so the linguist can reach a stage where they can
proceed toriterpretation.

Stubbs (2002: 667) distinguishes between different levels of investigation
by classifying the data to be observedfiest-, second and thirdorder. The first
order data is the raw corpus which, at a realistic size, is too large to analyse for
significant patterns without further sorting. This fiestler data is the data that is the
input for software programmes etatistical analysis and from this the seconder
data is extracted. This data consists of concordance lines and word lists. However, as
he points out, 6beyond a few hundred co
again becomes too unwieldy fomalysis so a further sort of the data can be
undertaken using additional software. The result is 4hid#r data suchas
collocations, n-grams, concgramslexical bundles, patternswith or with out
associated statistical information. This research irestigates thirebrder data
specifically come and go-gramsand their associated statistical informatioather
than that suggested by Sinclair, the seeorttkr data of concordance lines.

H ICE-Can  ICE-GB ICE-India  ICE-Jam

go 1714 1221 1333 1696

come 827 895 1310 1328

Table 5.1: Raw frequendesof comeand goin the ICE corpora.

n



Table 5.2: Raw frequendesof comeand goin the spoken colonies of the ICEorpora.

Table 5.3: Raw frequendesof comeand goin the written colonies of the ICEcorpora.

Si

then a further 30 etc until all the variaiffusages can be identifiéa order to identify
the coselection conponents of the lexical itenHe suggests the concordances should
be sorted until the strongest pattérrwhether it be a wordgrammar,semantic
associations or something elsean be identified. This is then interpreted and the
process is repeated Wwithe next strongest pattern (Sinclair 2003: xVihe following
screen shotgFigure 5.1)are reproduced in order fustrateSi ncl ai r 6 s
approach. The screen shots shbe output fromWordSmith §Scott 2A5) of two
randomly generate@0 concomdance of comefrom the ICEIndia private colony.
They arethen sortedalphabeticallygiving two screen shots for each of the random

H ICE-Can  ICE-GB ICE-India  ICE-Jam

go 1440 996 1084 1455

come 611 674 1059 1078

H ICE-Can  ICE-GB ICE-India  ICE-Jam

go 274 225 249 241

come 216 221 251 250

nclair (2008004 suggests examining 30 concordaricésa

selections. Te first of the twas sortedo R1 and the secord L1.

tings \iindows el

Cancoraance
pleasant no () SA Pleasant (,) $B Yeah SA | don know B I is very ice (.) just like a million SA Come o (.) four four (( one word ) (.) | am getting o (( one word )) especially (.) SC You could
has gone for two hours SB You are aways outside you are ot inside the shop all the time (.) SA Come on (.) I just went for a (.) tea you know () | just go for () for a cup of tea (.) and i just
they will lose the national character (.) SA How (.) ? S8 That bays fom Kamataka they cant come to (,) Maharashtra or the Maharashtrian cant go to SA But even in uh (,) foreign countries
nothing (,) we donY (,) we are not in touch with any of the patients (.) A Unm (.) $B We dont () come in contact with any of them (..} All we leam about is anatomy (,) physiology (.) and
1 donit get time only (,,) SA I wanted to actually watch that Home Alone (.) {1 [1 uhm (.) they had come (.} (2 [2 uhm uhm (.) now (..) But uh yesterday my brother has gone (.) to watch it SB [1
friend { [ from out no ] 7 SA [ Yeah fram abroad | } (,) yeah from Abu Dhabi SB Yeah (,) she has come down to Bombay () SA | see () S8 So | am planning to go and meet her one of these days
1] Ml be {2 [2 going to Sangli 2] $B [1 With your child 1] 1) SB [2 With your child 2] 2) you have come SA Yeah () SB What is the () what is the name of your child () ? SA Alok () $B Alok ()
coming to ] Goa (,) $B (( One word )) SB Yes shortly SA Let me know now $8 With my famiy 11l come SA ({ Laughs )) $B Il {1 [1 inform you 1] 1 get your address and (2 (2 Ml inform you 2) SA
1o there na () S8 That's okay () SA Haan $B That's okay (..) SA Tha's okay mane () ? 5B 1l come fll know when to () | know when to come SA Okay (..) Any time then (..) See English
do you want ? B Haan SA And when should | come and all that he was going on (.) | said just come and bless us that's enough (,.) And your owner you know $B Uh (.) SA Your owner (.) { [ uh
1 uhm (.) because university is saying this thing is not working (.) {2 [2 ah (.} 50 f you (,) maybe come (.) a litle bit earier (,) {3 {3 yeah (,) then they can plug in and (.) test it (,) {4 [4 yeah (.)
shows You can really enjoy life in Goa you know SB [ Uh ]} $B Yeah SA Yeah and you must come with only one thing that you know What it is SB (( laughter )) () SA And you must have
taken out the recsipt also () S8 Which one (.) 7 No no no SA Then 7 $B This thing has never come to Bombay SA Ah ha S8 It must have gone to our Kumta strest ofice SA Ah ha S8 And
are quite uh grateful to the institute (,,) uh the what to say is () to their almamater () And they come forward voluntarily to see that the institute (,) still futther developes (..} And uh | understand
programme on T V () And uh these ten peopie will go () and theyl do all of a sudden theyll come without saying anything they will simply tum the channel (,) to the particular programme
$A Is there any problem of just B No nothing just you are tefing it is good results 50 | want 1o come () SA Definitely () it gves us the very good mental satisfaction (, ) and we can face any
You can come o like that S8 Yeah that depends SA When S8 Of course | { [ mtend ] to | want 1o come SA [ Uhm ] ) SA You should try SB Yeah () let's see when & matenakses (..) SA Very soon
mummy (..) S8 So SA So we'l go out tomrrow (.) okay $B | dont know whather Tl be able to come (.} SA No just i will take half an hour (,) S8 Where where do you want to go (.) SA Here
come (,.) SA And as a (( one-word )) So Rajan will not ba coming () { { Ah (,) Who is going to come (.,) SB [ Ah | } $B Uhm you can call {..) ({ laughs )) all my cricket team { [ (( laughs )) ] $A
(.) 7 SA They are going on pretty well but | am now reading for the examinations that are going to come up in (.) April or May () SB Why (.) 7 SA | dont know | have not been studying too much
$A No you don't know the fact marmed woman were most free and safe you know that SB No well come { [ to know later | on SC [ That's why | ] that is why Im planning to get married (,) this
the study mare boring (,) ([ and the ] SA [ How do you ]} find the (,) level of students (.) who come to the IPSC schoal SC IPSC schools are not that good (..} you see (,) | mean () uh they
1 will come atleast for fiee (,) check up Yeah | should come (,) S8 Yeah () SA Formaities | will come SB Okay (.) SA They are proper improper say S8 Comparison between us (,) SA Yeah ()
the classes but | think (,) classes is not ub (,) proper because () English speaking means #t wil come by practice { [ yeah yeah ] | think 50 B [ Yeah yeah ] ) () </1>
for this non skilled job .) SA No (.,) Then (,) { [ ahn (.) once again the criteria of casteism wil come into scene you see (.) B [ Abn | ) SB Uhm SA The people who are (,) employed in uh (,)
f this happens no | ) SA Teacher beats the child (.) { | yeah {.) they will come to fight (.) They will come till the Principal () then () they have to S8 [ Yeah | ) SB Yeah (,) see we teacher have to
$A So when did you come (..) 7 $8 | came today moming at seven O'clock (..) And 1 reached here (.) | came by
you know () { [ uhm (,) they go out ¥'s like burning | don' know how i is like (( laugh )) and you come home you feel that's a day $B [ Uhm | } SB Madras breeze is a very pretty beautiful breeze
she cannat go (.,) There's a big or you can go {.) go inside (,) and you'e to come out (,) If you come out {1 [1 uhm (,) # you go and come out {2 [2 uhm (,) that means uh {, ) you are a very
college S8 Uhm uhm SA You come and join him (,.) SB What () SA Please (,,) for my sake you come that second year (.) then S8 You see man (,) | should get admission no somewhere else (.
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11 dont get time onby () SA | wanted to actually watch that Home Alons () (1 (1 hm () they had come () {2 (2 ubm uhm (. now..) But uh yesterday my brother has gone () to watch # B {1
2 1) M be (2 (2 going to Sangli 2] SB {1 With your chid 1] 1) SB [2 With your child 2] 2) you have come SA Yeah (..) SB What is the (.) what is the name of your child (.} ? SA Alok (.) S8 Alok (.)
2 coming to ] Goa (.) $B (( One word )) SB Yes shortly SA Let me know now $8 With my family [1! come SA (( Laughs )) SB Ml {1 [1 inform you 1] Tl get your address and {2 [2 Ml inform you 2] SA
4 1uhm () because university is saying this thing is not working (.) {2 [2 ah (,) so i you {,) maybe come (.) a little bit earier (,) {3 [3 yeah (.) then they can plug in and () test it (,) {4 [4 yeah ()
5 SAls there any prablem o just SB No nothing just you are telling  is good results so | want to come (,) S/ Definitely (,) it gves us the very good mental satisfaction (..) and we can face any
£ you can come no like that SB Yeah that depends SA When $8 Of course 1 { [ intend ] to | want to come SA [ Uhm ]} SA You should try S8 Yeah (,) lets see when @ materiakises (,) $A Very soon
7 mummy () S8 So SA So well go out tomarmow (,) okay SB | dont know whether fl be able 1o come () SA No just i will take half an hour (.} SB Where where do you want to go () SA Here
®  do you want ? $B Haan SA And when should | come and afl that he was going on (,) | said just come and bless us tha's enough (..) And your owner you know SB Uh () SA Your owner () ([ uh
9 come () SA And as a (( oneword )) So Rajan will not be coming (,) { [ Ah () Wha is gomg to come (..) SB [ Ah | } 8 Unm you can call (. ({ aughs )) all my cricket team { [ (( laughs )) ] SA
101 wil come atfeast for free (.) check up Yeah | should come (.} B Yeah (.) SA Formaties | wil come SE Okay (.) SA They are proper impraper say S8 Companison between us (.) SA Yeah (..)
" $4 S0 when did you come (..) ? 58 | came today morming at saven O'clock (..) And | reached here (.) | came by
12 the classes but I think (.} classes is not uh (,) proper bacause (.) English speaking means it wil come by practice { [ yeah yeah ] I think so SB[ Yeah yeah ]} () </l>
13 fiend { [ from out no ] 7 SA [ Yeah fom abroad | } () yeah from Abu Dhabi SB Yeah (.) she has come dovn to Bombay () SA 1 see () $B So | am planning to go and meet her ane of these days
1 are quite uh grateful to the institute (,,) uh the what 10 say is (.) to their almamater () And they come farward voluntadly 10 see that the institute () still futher developes (,.) And uh | understand
15 you know () { [ uhm () they go out I's fike buming I dont know how # is like (( laugh )) and you come home you feel that's 3 day $B [ Unm | ] SB Madras breeze is a very pretty beaulil breeze
6 are there na () $B That's okay (,) SA Haan $B That's okay (..) SA That's okay mane () 7 $B 11l come Il know when 1o (.) | know when 10 come SA Okay (,.) Any time then () See English
17 nothing (,) we don (,) we are not in touch with any of the patients {,) SA Uhm () S8 We dorit (.) come in contact with any of them {,.) All we leam about is anatomy (.) physiology (.) and
18 for this non skilled job (..) SA No (..) Then (.) { [ ahn (.) once again the critera of casteism will come inlo scene you see (.) S8 [ Ahn | } SB Unm SA The people who are (.) employed in uh (..)
19 pleasant no (,) SA Pleasant (.) $B Yeah SA | dont know SB It is very mics () just like a million SA Come on (,) four four (( one word )) (.) | am gatting so ({ one word )) especially (.) SC You could
20 has gone for two hours SB You are ahways outside you are not inside the shop al the time () SA Coma on ()| just went for a (,) tea you know (,) | just go for () for @ cup of tea (.) and I just
21 she cannat go (..) There's a big or you can go (,) go inside (,) and you'e to come out (,) If you come out {1 [1 uhm (,) # you go and come aut {2 [2 uhm (.) that means uh (,.) you are a very
2 college $8 Unm uhm SA You come and join him (,.) SB What (.) SA Please (. for my sake you come that second year (..) then S8 You see man (.} | should get admission no somewhers else (,
2 I this happens no | } SA Teacher beats the child () { [ yeah (.) they will come o fight (.) They vill come il the Prncipal (,) then (.) they have to S8 [ Yeah ] } SB Yeah ( ) see we teacher have to
24 they will ose the national character (.) SA How () 7 $B That boys ¥om Karmataka they cant come 1o (.) Maharashtra o the Maharashirian cant go 1o SA But even i uh (.) foreign countries
25 taken out the receipt also (.) 5B Which one (.) 2 No no no SA Than ? $8 This thing has never come to Bombay SA Ah ha S8 It must have gone to our Kumta street office SA Ah ha $8 And
26 $A No you dont know the fact marmed woman were most fee and safe you know that B No we'l come { [ 1o know later ] on SC [ That's why | } that is why fm planning to get marmed (.) this
21 the study more boring (,) { [ and the ] SA [ How do you | } find the (..) level of students () who come to the IPSC school SC IPSC schools are not that good () you see (.) | mean (,) uh they
28 ()7 SA They are going on pretty wel but | am naw reading for the examinations that are going to come up i (,) April or May (.) SB Why () 2 A | dont know | have nat been studying too much
29 leave vanish from the camp SA Yeah ({ laughter )) SB We can think of that ah SA Yes sir SB You come we will discuss about it SA Yes sir () SB Not much ah () SA Yes sir (,) S8 Okay then |
2 shows You can really enjoy fife in Goa you know SB [ Uh ] } $8 Yeah SA Yeah and you must come with only one thing that you know What it is SB ({ laughter )) () SA And you must have
<
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N Concorsance W
1 the help and the atmosphere there (( 3 faw words )) SB I like to come and visit your { [ place ] S [ Come ] ) most walcome (( laughs )) S8 Ive ( [ got some | rends there also | might have to come

2 old () Please dont make her 5o old SA | know why she keeps tefing me old SC She is old () SA Come on (,) $B CanY make out that (..) SC How (.) 7 8 But she (.) { [ how (.) tries to be () look
3 when we com o ] school in the classroom when we enter # s 5o nice no B [ Laughing faces and come ] } $4 The children are very scared but when the teacher smile means every they can try

4 SC Haan (,.) SA Sure (.) SC Haan (,) B In uh (.} we have ith () wel have our foad there only snd come no SA There only () What time well come back (,) Un what time we'll come back () SB

s some oparatian right (,) I wil just wisit her for few minutes S8 Unm SA Well take an auto and come to Shenoy's house S8 Unm by the time i will be eight O'clock then uhm SA No () S8 Then
€ i god sends me (,) and you 100 have to come SA God sends me means what (,) you have you can come no fike that SB Yeah that depends SA When $B Of course | { [ intend ] to I want to come SA
5 2
3
9

1) most weicome (( laughs )) $B Ive { [ got some | friends there also | might have to come SA [ Do come ]} S4 Yeah SB Defntely Il pay a visit there SA ([ Surely | $B [ Definte ] } SA 'm very glad
had guest you know (,) uh who had come from (,) uh that Andheri area SB Ah ha () SA They had come in a bus isal it 2 $B Yes yes SA And uh () how did they enjoy the function in  $B Yeah ()
how how come | } he got your address then (.) S8 Then | started looking at it It looked as if # had come through the () alumini assaciation of | A S C $A Uhm uhm (..) $B Because it was uh (.)
10 him a telegram SA | mean we will confirm where (.) he's posted $B Official uh (,) { [ ccular hasnt come ] SA [ Yeah unofficial we havenY | ) we haven we havent recenved () $B Uhm uhm () SA It's
11 What do you think (.) he'l come or not SB (( One or two words )) SO | doni think (,) SC I think hell come SA He personally is ot interested or uh SC His parents are not interested SB He persanally is
12 Why should he throw his famiy means he dont care about his family rather than () { [ yeah (.) hell come and start looking ater boys (.) who know very fatle () SB [ Yeah ] } SB Yeah and uh (.) what
13 selected you for publishing (..) uh who's who (.} in Asia and { [ some so called ] SA [ But how how come ] } he got your address then (.) SB Then | started looking at It looked as if it had come
14 uh the name is 50 (,) it means loving (,) it means nourishing it means fostering (.) it means B How come most of this Keralites have name () English names espacially SA Something like Shirley and
15 of () wheat () As a matter of fact () a sot of (,) biscut (. ) but is () shallow fed () Then () || come at eleven O'clock (.) that depends on the classes (( laughs )) When I retum (,) | have my
1 hospital () not a chnic SA It's a hospital only $B Yeah | think Even she must be SA Wel let him not come (.) of course let him do D S M $8 And he's going to waste all his certificates () SC Yeah he's
17 story about other unersities and uh higher education instutes s that the products (,.) uh do not come out very well equipped () And they fioad the market (,) there are no job oppartundies for them
18 unit test result () { [ uhm (.) 5o wel call them wel talk with them (.) SA [ Uhm ] ) SA Their parents come and sign the results no (..) S8 Ah {1 [1 actually the parents no 1] we have not still gven But
18 [ ahn (.) uplitment of these people (..) And more important (.) the paaple (,) from upper caste should come forward for that (.) SB [ Ahn | ) SB Uhm () SA Then only (.} there wil be () SB But you see (,
na () $8 Padva is on fourth that is Saturday SA Then we can (,) have it on Sunday () Someonss come | think just go and check (..) so (,.) B Youte gving me a party (..) When Fitth () SA Fath to
make them ] understand SA [ Yeah because they understand | ) SA Ah now (,) naw SB Once they come closer ta us no then only we understand SA Now in the tenth standard they are grown up
() 58 | remember because () { [ ah (,) | asked them causally you see () SA Ah ha () SB They come to me for admission or (.) for ({ one word )) SA Ah you meet every student () SB Ah everyone
by the () ([ uhm (,) they are enjoying this uh statistic pressure SB [ Uhm ] } SB Uhm () SA They come to college (.) to only just to spend their time SB Yeah to spend their time () SA Uh they ()
) S0 il you come at my home () anytime (,.) ? B Uhm uhm (.} SA Whenever you have the lime come Lo Sangli (,.) S8 | have no time SA And there SB Such as (..} (( taughs )) Because fm totally
of my frends (.) chat with them for a few minutes (,.) have a wash () and then o for a walk () come back (,.) take something (..) just enter the room (,.) If nobody is around (.) may be | will see (.
(.) 5B Bad to good $A Bacause man needs water to his to his roots (.) 5o that (,) uh as bud il come out and (.) man will floursh (,) and here | am really fesling that sense of (.) flowsring (.) $8
if uh (.} fair work 15 no more (,) {1 [1 uhm (.) We have to accomplish the back {2 [2 uhm (.) | il come to you SA [1 Uhm 1] 1} SA [2 Uhm 2] 2) SA | see (..) SB And those party (.) that party which
‘mean in the hostel (..) $B (( One word ) you will feel bored yaar (.) because this not house yaar (,) come on (,) $A You donit feel fike to do anything na (..) SB | dont feel ke to (.) SA | wish we had a
college S8 Uhm uhm SA You come and join him (,.) SB What (.} SA Please (,.) for my sake you come that secand year () then S8 You see man (,) | should get admission no somewhere else ()
3"TMugA(,.)SA[YuM’tMw])ﬂmwnmmnm«m(‘)wlmmlnumomuh(.)wt.)mdhmﬂym(.)mmmminc«mwm_r_'
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1 when wo come 10 ] schaol in the classroom when we enter # is 50 nice no SB | Laughing faces and come ] ) $A The chidren are very scared but when the teacher smile means every they can try
2 ) most welcome (( laughs )) SB Ive { [ got some | friends there also | might have to come $A [ Do come ] } SA Yeah SB Defindely Ml pay a visit thera $A { [ Surely | B [ Definite | } A m very glad
3 him a telegram SA | mean we wil confirm where (.) he's posted SB Oficial uh (.) { [ circular hasn come ] A [ Yeah unofcial we havent | } we havent we havent raceived (.) 8 Unm uhm () SA s
4 What do you think (,) hell come or not SB (( One or two words )) SD | dont think (,) SC | think hel come SA He personally is not interested or uh SC His parents are not interested SB He personally is
S Why should he throw his famdy means he dont care about his family rather than (.} { [ yeah (.) hel come and start looking aer boys (.) who know very fatle () B [ Yeah |} SB Yeah and uh () what
€ unit test result () { [ uhm (,) 50 well call them wel talk with them (,) SA [ Uhm | } SA Their parents come and sign the results no (,,) $B Ah {1 [1 actually the parents no 1] we have nat stil gven But
7 of () wheat () As a matter of fact (,) a sort of () biscut (,,) but s (,) shallow fied () Then () || come at eleven O'clock () that depends on the classes (( laughs )) When | return (,) | have my
$  of my friends () chat with them for a few minutes (,,) have 3 wash () and then go for a walk (..) come back (..) take something (,.) just enter the foom (,.) If nobody is around () may be | wil see (,
([ late at ] oleven thaty () SA [ It will go ] } SA It will be allowed then what about (,) Pranam youll come () SC Haan (..) SA Sure (.) SC Haan (.) SB In uh (.) we have with () well have our food there
10 make them | understand SA [ Yeah because they understand | ) SA Ah now () naw $B Once they come closer to us no then only we understand SA Now in the tenth standard they are grown up
11 [ ahn (,) uplitment of these people (..) And more impartant (.) the paople (.} from upper caste shoud come forward for that (.) SB [ Ahn |} SB Uhm () SA Then only (.) there wil be (.) SB But you see (,
12 selected you for publishing (.,) uh who's who (.} in Asia and { [ some so called ] SA [ But how haw come ] } he got your address then (.) SB Then | started looking at i It looked as if it had come
2 na()$8 Padwa is on foutth that is Saturday SA Then we can () have it on Sunday (,) Someons's come | think just go and check (..) 5o (,.) SB Youte ghing me a party (..) When Fith () SA Fith to
14 had guest you know () uh who had come from (,) uh that Andheri area SB Ah ha () $A They had come in a bus isn it 7 S8 Yes yes SA And uh () how did they enjoy the function in 3 S8 Yeah ()
15 the help and the atmosphere there (( a few words )) $B Id like to come and visit your { [ place ] SA [ Come | ) mast welcome (( laughs )) SB Ive { [ got some | friends there also | might have to come
16 uh the name is 50 (.) it means loving () & means nourishing it means fostering (.) it means S8 How come most of this Keraltes have name (,) English names espacially SA Something like Shirey and
SC Haan (,.) SA Sure () SC Haan (.} $8 In uh {,) wo have with (.) we'l have our foad there only and come no SA Thare only (,) What time wel come back (,) Uhn what time we'l come back () $B
# god sends me (.) and you 100 have to come SA God sends me means what (.) you have you can come no like that SB Yeah that depends SA When $8 Of course | { [ intend ] to | want to come SA
hospital (,) not a chnic A Its 3 hospital only SB Yeah | think Even she must be SA Welllet him ot come (,) of course let him do D S M $8 And he's going to waste al his certficates (.) SC Yeah he's
old () Please dant make her 5o old SA | know why she keeps telling me old SC She is old () SA Come on () SB CanY make out that (,,) SC How (,) 7 S8 But she () { [ how (.} ties to be (.) look
mean in the hostel (,.) S8 (( One word )) you will feel bored yaar (.) because this not house yaar (.) come on () SA You dont feel fike to do anything na (,.) SB | donit feel ke 10 () SA I wish we had a
story about other universities and uh higher education instiutes is that the products (..) uh do not come out very well equipped (,) And they flood the market (,) there are no job opportundiss for them
(,) SB Bad to good $A Because man needs water 1o his 1o his 10ots (,) 50 that () uh as bud wil come out and (,) man willflourish (.) and here | am really feeling that sense of () flowering () S8
colege S8 Uhm uhm SA You come and join him (,,) SB What (.) $A Please () for my sake you come that second year (. then S8 You see man () | should get admission no somewhere eise ()
how how come | } he got your address then () $8 Then | started looking at it It looked as if & had come through the {,) alumini association of I A S C A Uhm uhm (.,) $B Because it was uh ()
some operation right (,) | wil just visit he for few minutes $8 Unm SA Well take an auto and come to Shenoy's house S8 Uhm by the time it will be eight O'clock then uhm SA No (.) $B Then
(.) B | remember because (.) { [ ah () | asked them causally you see (.) SA Ah ha (.) $8 They come to me for admission or (,) for {( one word )) SA Ah you meet every student (,) SB Ah everyone
by the () { [ uhm (.) they are enjoying this uh statistic pressure B [ Uhm | } $B Unm (..) SA They come to college (,) to only just to spend their time SB Yeah to spend their time (..) SA Un they ()
) So will you come at my home () anytime (..) 7 S8 Uhm uhm () SA Whenever you have the time come to Sangli (,.) S8 | have no time SA And thers S8 Such s (..) (( laughs )) Because fm totally
if uh (,) fair work is no more (,) {1 [1 uhm (.) We have to accomplish the back {2 [2 uhm (,) | wil come to you SA [1 Uhm 1] 1} SA [2 Uhm 2] 2) SA | see (,,) SB And thase party () that party which +
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Figure 5.1. Screen shattaken from WordSmith6 (Scott 2QL5) of two randomly generated
from the ICE-Indi a private colony 30 concordances sorted alphabetically to R1, then-re
sorted to L1.
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This approachpresentsa problemfor this reseaie as he two verbomeandgo are
polysemousso it is difficult to identify what the strongest patteamsl the subsequent

patterns associated with themrewithout some form of further sorting. As mentioned

in the introduction, Sinclair identified ths apotential problem when examinirug

as t he smal | sampl es studi ed 6showed hat
frequenciesdo of the instances exemplified
the screen shots in Figure 5.1: in the first concordance sorted to R1 there are 5
instancesof come toand in the second concordance sorted to R1 there are no
instances. This research will show thatcomeis one of the strongest patterns
associated withcome and this is not reflected in the randomly generated
concordances. Likewise, in the concordances sorted to L1, they both contain
examples otome oubut neitherconcordancéavecome out with.This research will

show thatcome out withs the strongest pattern associated wime out Again, this

is not apparent in thconcordanceswhi | e Sincl airés met hodol o
of seconebrder data, works well with words of medium of low frequency, it is not so

good for higher, more polysemous, words. In order to overcome this problem this
researclexamines thirebrder data.

The datais further sorted int@re-set collocationgsee Section 2.2.0ith a
frequency cubff level of equal to or above 40 per milliom addition to giving a
manageable amount of concordance lithed contairthe strongesivord patterrs this
also haghe added benefit g&flecting the different frequencies across the coloages
at this data levelall concordances generated for these-getecollocationsn each
colonycan beexamined The initial statistical examination ofdlcome andgo-grams
includes all those that occur in the spoken coloniest tdast onef the ICEcorpora
under investigation at a frequency of 40/million. However, as a result of the statistical
investigation, the second, more delicate qualitative é@xation is undertaken on
come andgo-grams that occur at a frequency of 40/million or above in the spoken
colonies ofall of the ICEcorpora
The overall frequency figures for the verbs are shown in Table 5.1; those for the verbs
in the spoken colonies in Table 5.2, and the frequenciesméandgoin the written
colonies are shown in Table 5.3. They show ttas somewhat more frequent tha
comein the spoken colonies in all the ICE corpora bar-lI6@a. In ICE-India the
two frequencies are much the same. The frequenciesnoéandgo in the written
colonies are very similar.

ICE Colonies
Spoken Written
un- Non-
Private Public  Scripted scripted Printed Printed
come Can 211 149 60 191 83 133
GB 266 190 81 137 69 152
Ind 540 227 66 226 92 159
Jam 438 325 68 247 96 154
go Can 660 317 67 396 98 176
GB 514 219 75 188 79 146
Ind 678 187 49 170 91 158
Jam 746 363 61 285 85 156

Table 5.4: Raw frequendesof comeand go across the different colonies of the ICEorpora
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As stated) usepre-set collocations afhe come andgo-gramsto generate the

concordances.

| do thimn the basis that Sinclair advocates examiningtees in

concordances immediately to the left and right of the node word first and selecting the

most frequent to first examind.he preset collocates are thoseomds that occur

adjacent ta°comeandgo at a frequency equal to or above 40/millidissentially hey

consist of the node word plus a collocat{@ygram)or collocationg3-gram, 4gram,

etc) of the nodeword. By generating firstomeand go from the cacordance and

thenusing the information generated frahvem to generate further concordance lines

| am presetting the collocations afomeandgo. The come and go-gramscan be

considered to bpre-set collocation®f comeandgo.
As | indicate above, theome andgo-grams investigated are those thatur

equal or above 40/million time§ o a certain extent the frequency cut off | have

chosen could be considered to be arbitrary, as | could have equally chosen other cut

off pointsacross different colony combinations.

cut off point | have chosen.

However, | do have reasons for the
| have elected to investigate those with a frequency of

equal to or above 40/million in the spoken colonies rather than in the individual ICE
corporaas the frequencies, when normalised to frequency/million, are greater in the
spoken in comparison to those either in just the written colonies or written and spoken
colonies combined (see Appendix | and Il for normalised frequencies across the
coloniesand Section 5.1 for an explanation of the tahlesThis means thatore
come andgo-grams are generated that could potentially be of interest in that they
could highlight differences between the spoken and written colonies.

The cut off pointis the same athe arbitrary cut off poinadopted by those

theoreticians studying lexical bundlesg( Biber et al 1999).
mo s t

t h e%, find the first 215006a0cOuntdoc araundn t
O6Keeff e,

suggests that
English text b,
80% (see al so

t he

700

Willis (1990: vi)
frequent words
fo

Mc C aff goihtysele@iedCar t er

for the extraction of fgram of 40/million isalsoequivalent to any4gram having the
same or a higher frequency than 2B0anked word of all four ICEcorporataken

together.

Table 5.5gives the frequenciémillion, -/600,000 and/400,0000f

the 500th, 1000th, 156tc ranked words in the IC&rporaused for this studyAt

the practical level, each of the |GEbrpora comprises a million words of which
600,000 are spoken and 400,000 are written which, at the level of 40/million,
translates to a minimum frequency of 24 for the spoken corpora and 16 for the written.
The amount of concordance lines, at 40/million, atdéao examine for the less
frequentn-grams is not ideal, but it was felt that the advantages of this approach are
such that the sparseness of the data, while a disadvantage, should be accepted.

Word | Frequency | Frequency | Frequency
rank | /million /600,000 /400,000
500 216 130 86

1000 | 100 60 40

1500 | 67 40 27

2000 | 48 29 19

2500 | 40 24 16

Table 5.5: Frequencies of word ranks in the ICEcorpora.
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5.1 Frequencies

Appendices | and Il give all the frequencies (normaliseatgoam/million wheren =

1, 2, 3, etc) of all theome andgo-grams that occur in at least one of the four ICE
corporaat a frequency of above 40/million in the colonies spoken and written (Level

2); writtertnon-printed and printed (Level 3); and, spokeprivate,-public, -scripted
and-unscripted (Level 4)These arghey come, to come, you come, come and, come
back, come from, come in, come on, come out, come to, come up, will come, come
down, has come, have come, | come, come here, come into, and come, had come, not
come, we come, come up with, to come and, to conte tome up, you come to,

come back to, come out of, come to know, come to the, and go, | go, they go, to go, we
go, you go, go back, go into, go in, go on, go out, go through, go to, have to go, to go
to, go to the, can go, just go, go and, go for,@cagd, you go to, go back to, will go,

go down, go there, going to go, want to
go home, go up, go with, | go to, had to go, to go back, to go in, to go into, when you
go andgo into the Table 5.6 is a sectiotaken from Appendix 1 for illustration
purposes.

COME AND GB 52 29 72 54 9 53 88 9
COME AND

COME AND

India
Jamaica

79 17 127 66 9 88 21 16
131 30 189 113 48 130 58 20

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Norm. Norm.

- no. Norm Norm Norm. Norm. Norm. Un- Non- Norm.
L2 K] Node RL__R2 _ gram ICE Extra ICE Spoken __ Written Private Public Scripted scripted Printed Printed
COME 1 Canada 1 1000 524 1054 902 587 1330 823 427
COME 1 GB 4 1087 528 1359 1140 755 909 676 480
COME 1 India 4 1582 614 2543 1363 574 1422 946 510
COME 1 Jamaica 4 1726 617 2121 1936 650 1696 934 509
THEY COME 2 Canada 4 a7 12 15 8 10 118 20 10
THEY COME 2 GB 4 56 0 36 42 28 119 0 0
THEY COME 2 India 4 51 5 89 36 17 44 21 0
THEY COME 2 | Jamaica 4 110 7 121 119 0 165 0 10
TO | COME 2 Canada 4 257 119 270 242 186 306 238 80
TO | COME 2 GB 4 226 162 347 198 168 139 284 123
TO | COME 2 India 4 270 122 400 282 113 227 350 51
TO | COME 2 Jamaica 4 328 131 349 363 191 357 292 76
You COME 2 Canada 4 a7 7 60 48 0 63 10 6
You COME 2 GB 4 50 14 82 60 19 20 49 3
You COME 2 India 4 115 24 235 8 17 107 51 16
You COME 2 Jamaica 4 % 15 o7 131 a8 89 19 13
COME | AND 2 Canada 4 62 12 70 54 10 97 30 6

2 4

2 4

2 4

Table 5.6: Sample taken from Appendix |

Columns 15 comprise then-grams: L1 and L2 are the words to the right of
the node, and R1 and R2, those to the left. ColumnnGaisd Column 7, the ICE
corpora Column 9 gives the number of IGBrporathat contain theome andgo-
grams above a fgeiency of 40/million, and Column 8 indicates (with the wextla)
those ICEcorporathat do not have that particulaome (or go-gram) above a
frequency of 40/million in the spoken colony. Columnsl¥0Ohave thenormalised
(n-gram/million) frequenciesfdahe n-grams in each of the colonies.

The figures would appear to show a number of trends:

1 The come and go-grams, by and large, occur at the greatest frequency in
private conversation

1 The frequencies for the spoksearipted colonies seem to fit movéth the
written colonies, which would suggest that this colony might be better
considered as writteto-be-read, rather than spoken.

1 There would appear to be a greater differences within thectitorathan
between the ICEorpora

I come to knovappearsat a high frequency in the ICERdia spoken, and it is
barely used in the other ICEorpora This would appear to be the only
instance of th&eome andgo-grams occurring in one ICEorpusand not the
others at such a high frequency.

The following shtistical investigation confirms that the trends identified have
statistical significance. It also accounts for the choice made for the second, more
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delicate gualitative examination of only tkeme and go-grams that occurred at a
frequency of 40/millioror above irall of the ICEcorpora

5.2 Statistics

In Sectionss.2.1and5.2.2 | first describe the data that | am using, and | then discuss
my reasons for choosing m@arametric rather than parametric tests, outlining the
possible advantages and disadvantages of this choice. | preseigcusd dcy irtial
findings in Section 5.2.3. In Section 5.2.4examine the pairwise comparisons
between and within the ICEorpora In light of these results | propose a further test
that | present ahdiscuss in the Section 5.2.5

5.2.1 Data

To re-cap: the data is taken from the frequency counts of akkdhee andgo-grams

in 6 colonies (dvate, public, scripted,unscripted hon-printed andprinted) that occur

above or equal to a frequency of 40/milliondh least oneof ICE-Canada-GB, -

India, oriJamaica (See Appendices | and Il, ColumrsR Eachcome andgo-

gram has 24 countsone for each ICEEorporai n each col ony (col umn:
O0Pri vat ed et cconjeandgogramsBAr@megama aneé 4§ddrams.

It should be again noted that the counts have all been normaliseptam/million.

5.2.2 Non- parametric v. parametric

The statisticainvestigation that follows uses ng@arametric tests as the data is not
necessarily normally distributed and the number of counts is below 30 for each of the
n-grams.  Norparametric tests are more robust when identifying significant
differences as they aless proneto Type lerrdgiss deci di ng t hat t he n
is false when it is actually truebo, but |
Type llerrorsi 6deci ding that the nulll hypot hesi s
(Howitt and Crarar 2005: 99).In other words a neparametric test is less likely to
identify a significant difference between data.

The tests used are the Independent Samples-MénmimeyU Test(within the
ICE corporg, the Independent Samples Kruskalhllis Test (baween the ICE
corporg, and the Pearson GBuare Tesfthe further test) | am using a significance
|l evel of 95%, where p O 0.050 (to 3 deci
freedom (df) are stated. All the tests are performed UBIRQSPSS &tisticsversion
20.

5.2.3 Between and within ICE corpora

The pvalues for distribution of comeand gegrams across colony types were
calculated (df 5), with the null hypothesis that the distribution is the same across all

the colony types. And, theyalues for the distribution of comand gegrams across

the ICE corpora were calculated (df 3), with the null hypothesis that the distribution is

the same across all the ICE corpora. These results are tabulated in Appendix llI,
columns 2 and 3 respeatly. Thepval ues t hat are significan
in red in the Appendix. They are also depicted as bar charts in GthphdGraph 5

2 below.

Graph 51 and Graph & show the values for the corgeams and ggrams
respectively. The greerals indicate the significant levels between the ICE corpora,
and the red bars, the significant levels within the ICE corpora. The line from the y
axis is at the walue 0.050' the significance level of 95%. Any bar does not reach
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this line indicates a ghificant result. The comeand gegrams are ordered on the x

axis according to first the number of ICE corpora in which they are equal to and above
40/million in the spoken component and then alphabetically. Come through to come
up are present in all KCE corpora at this level; will come and come down, 3 ICE
corpora; has come through to come into, 2 ICE corpora; and, and come through to
come to the, 1 ICE corpus: and, go through to go to the, 4 ICE corpora; can go
through to go back to, 3 ICE corposaill go through to want to go, 2 ICE corpora,
and, canét go through to go into the, 1

Graph 5-1: Distribution of p-values for comegrams within (Colony) and between (CE
corpora) in ICE-Canada,-GB,-India and -Jamaica.







































































































































































































































































































































